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What is LLM Jailbreak?

• Jailbreak is a special family of prompt injection
• Ask LLMs to spit out contents violating its policy
• Different LLM services have different policies (e.g., harmful contents)
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LLM Jailbreak Structure

• A Jailbreak question typically contains
• Jailbreak Prompt: a malicious prompt to circumvent the safety and moderation features
• Prohibited Question: real-world conversational context in which CHATGPT is forbidden 

from providing a meaningful output 



• Limitations of existing LLM jailbreak studies
• Mainly focus on ChatGPT; lacking the investigation of other commercial LLM chatbots.
• Jailbreak prompts are designed heuristically. 

• Goal: automatically generate effective jailbreak prompts against various 
LLM chatbots?
• Security & safety benchmarking of LLM systems. 
• Regulatory examination: effectively check if model complies with regulations. 

4

Motivation and Goals



• Challenges
• Jailbreak is not yet explainable – hard to achieve automatic generation. 
• Different LLMs may perform differently towards jailbreak prompts. They may employ 

different mitigation strategies to regulate LLM’s behaviors. 

• Some naïve observations
• Only ChatGPT provides sufficient information on jailbreak failures.
• Bard and Bing Chat simply refuses users’ requests
• Bard and Bing Chat may have additional jailbreak prevention mechanisms.
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It Is Difficult to Jailbreak Different LLMs with High Confidence

ChatGPT replies with reasons Bard rejects user requests without reasons



• We assume the existence of “Content Moderator”, which is a black box.
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Infer the Jailbreak Defense Mechanism to Better Bypass It

• Does the application have Content Moderator? If so, 
1. Does it check input questions? 
2. Does it check output along data stream?
3. Does it check complete output only?
4. What is its filtering mechanism?

• Keyword based?
• Semantic based?



• Key insight: use time metric to infer LLM internals: 
• LLM generation time is proportional to output token lengths

• Use a normal question + a malicious question to ask LLM
• Observe LLM response time to check its internals 
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Our Timing-based Testing Solution



• Step 1 – Set up Baseline
• Two valid questions (Q1 + Q2) with response time t1 + t2
• Token length declared in the prompt (e.g., “answer with exact 50 words”)
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Our Timing-based Testing Solution



• Step 2 – Check the presence of input filtering
• Write malicious words in only Q2. 
• If input is filtered, response time should be close to 0 as the execution is terminated 

after the input is checked

9

Our Timing-based Testing Solution



• Step 3 – Check if the filtering is on the generated data stream
• Use malicious Q1. 
• If filtering is on the generated data stream, then the response time will be less than t1
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Our Timing-based Testing Solution



• Step 4 – Check if keyword-based filtering is implemented
• Ask LLM to write “red-flag keywords” in the middle of the response. 
• If keyword-based filtering is implemented, the response time should be proportional 

to the position of insertion.
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Our Timing-based Testing Solution



• Conclusion
• Bing Chat and Bard likely conduct checks on the model generation results, rather 

than on input prompts.
• Bing Chat and Bard seem to implement dynamic monitoring to supervise content 

generation for policy compliance throughout the generation process.
• The content filtering strategies utilized by Bing Chat and Bard demonstrate 

capabilities for both keyword matching and semantic analysis.
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Testing Results

• Takeaway for jailbreak generation
• We can use malicious keywords in input
• Need to bypass output keyword filtering



• Key insight: Build an LLM to capture the key patterns and automatically 
generate successful jailbreak prompts
• Dataset building and augmentation: manually generate workable jailbreak prompts.
• Continuous pre-training and task tuning: teach the LLM about jailbreaking.
• Reward ranked fine tuning: Use Reinforcement Learning with Human Feedback 

(RLHF) to refine the model and generate high-quality jailbreak prompts. 
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Jailbreaker: An Automatic Jailbreak Generation Framework



• We manually construct jailbreak prompts
• Use the working jailbreak prompts on ChatGPT
• Rewrite them to bypass filtering
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Jailbreaker: An Automatic Jailbreak Generation Framework

• Jailbreak example
• Jailbreak Storyline
• Content Encoder
• Malicious Question

• Effective on GPT-3, GPT-4, Bard, and Bing 
Chat!



• Continuous Pre-training and Task Tuning
• Continuous Pre-training: utilize the jailbreak dataset to enhance the model’s 

understanding of the jailbreaking process. We feed the model a sentence and prompt 
it to predict or complete the next one.

• Task Tuning: formulate a dataset incorporating the original jailbreak prompt and its 
rephrased version. We fine-tune the model to not just understand but also efficiently 
execute the text-style transfer task.

• Reward Ranked Fine Tuning
• Apply a ranking system to instruct the LLM to generate high-quality rephrased prompts
• Establish a reward function to evaluate the quality of rephrased jailbreak prompts
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Jailbreaker: An Automatic Jailbreak Generation Framework



• Compare Jailbreaker with LLMs that 
simply rewrite the workable jailbreak 
prompts

• Jailbreaker attacks GPT3.5, GPT4, 
Bard and Bing Chat 

• Jailbreaker achieve consistent, high 
attack success rate with automatically 
generated jailbreak prompts
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Evaluation of Jailbreaker
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Discussion and Future Works

• Attack explanation. 
• Why the prompt injection and jailbreak works?
• No interpretable explanation due to the black-box nature of LLMs

• More advanced attacks
• Are there new attack surfaces and exploitation chains?

• Defense
• How to mitigate prompt injection and jailbreak attacks?
• How to build robust and moral LLMs?
• How to test and quantify the robustness of LLMs?
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