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Background
What is AI backdoor

Backdoor TaskPrimary Task

ACC ASR

Clean input “+” Trigger = Trigger-inserted input
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Background
Most leading algorithms use the trigger inversion strategy. 

TrojAI Leader Board
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Background
Most leading algorithms use the trigger inversion strategy. 

Backdoor Bench
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What is Trigger inversion (Reverse Engineer)
Most leading algorithms use the trigger inversion strategy. 

Sample
Input
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Research questions:

1.Why does trigger inversion work so well? 

2.Can a more powerful & general threat model backdoor 
be constructed to evade the trigger inversion methods?
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What is the Trigger Effective Radius (𝜖)
Minimum perturbation needed on the trigger area to change the prediction for a trigger-inserted input

Decision boundary

Trigger area subspace

𝜖

Trigger

Class “red team”Class “blue team”
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Key Idea
Why does trigger inversion work so well?

High trigger effective radius

Low local Lipschitz constant 
around trigger-inserted inputs

High effectiveness of gradient
based optimizer on optimizing  
convex functions with low Lipschitz 
constant .
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Key Idea
Intuitive example

Input space

loss

hypothetical ideal case

Trigger-inserted
input
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Our first attempt
loss manipulation

Counter-robust adversarial training

Min-max problem

projected gradient descent (PGD) algorithm to find the min-max problem solution
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Our first attempt
Loss manipulation

Counter-robust adversarial training

Min-max problem:

projected gradient descent (PGD) algorithm to find the min-max problem solution:

Impede the trigger effective radius Threat model is limited
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Gradient Shaping (GRASP)
Can we achieve the same goal with data poisoning
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Gradient Shaping(GRASP)
Can we achieve the same goal with data poisoning
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Gradient Shaping(GRASP)
Can we achieve the same goal with data poisoning

Impede the trigger effective radius

Threat model is general
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Theoretical Analysis of GRASP
Why Inversion Fails under GRASP : an Effective Upper Bound of Noise Level in GRASP

Theorem 1 (Informal). 

If the noise 𝜖 ∼ 𝒩(0,1) (i.e., the white noise), and 𝑐 < 𝑥! − 𝑥 " ⋅
# !∗

#

"# !∗ $%
#

, A model 

attacked by a backdoor attack and enhanced by GRASP has a greater local Lipschitz constant 

around 𝑥 than the model backdoored by the same attack without the enhancement by 

GRASP.

where 𝑚∗  is the 𝑙% norm (i.e., the size) of the trigger, Γ is the Euler's gamma 
function.
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Theoretical Analysis of GRASP
Why Inversion Works on Large Effective Radius

Theorem 2 (Informal). 
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Theoretical Analysis of GRASP
Why Inversion Works on Large Effective Radius

Theorem 2 (Informal).

Given a 1-D piece-wise linear function ℓ(⋅): [𝑎, 𝑏] → [0,1] with a global optimum sit on a convex hull. Under

some conditions. After 𝑛 iterations update, a gradient-based optimizer starting from a random 

initialization converges to the optimum with the probability:
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Theoretical Analysis of GRASP
Why Inversion Works on Large Effective Radius

Theorem 3 (Informal). 

When target model under the PL condition, The proximal gradient method with a step size of 1/𝐿 

converges linearly to the optimal value 𝐹∗ :

𝐹 𝑥& − 𝐹∗ ≤ 1 −
𝜇
𝐿

&
𝐹 𝑥' − 𝐹∗
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Theoretical Analysis of GRASP
Theoretical Analysis on GRASP Against Weight Analysis Detection

Theorem 4 (Informal). 

Under some assumptions. For any set of parameters 𝜃, the gradient of the loss function w.r.t any 

parameter 𝜃(),+)
(-)  in the model 𝑓. on the three datasets satisfy:

∇
/benign 

𝜃(),+)
(-) − ∇

/backdoor 
𝜃(),+)
(-) > ∇

/benign 
𝜃(),+)
(-) − ∇

/&'()*
𝜃(),+)
(-)
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Performance
Against Backdoor Detection

𝜖B = 𝐴𝑆𝑅unlearn − 𝐴𝑆𝑅  

𝜖C = 𝐽 𝑀D, 𝑀 =
𝑀D ∩𝑀

𝑀D + 𝑀 − 𝑀D ∩𝑀

The ASR of the reconstructed trigger 𝑀D, ΔD  on a clean model 𝜖E =

𝜖F = 𝐴𝑈𝐶 score of backdoor detection. 

Metrics :
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Performance
Against Backdoor Detection
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Performance
Against Other Backdoor Detection
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Impact of Trigger Corruption

Brightness Contrast

Pixelate
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Take Away
Key Observations and Insights:

1. Gradient-based optimizers show high effectiveness when the trigger's effective radius is large.

2. The effective radius of existing backdoor attacks significantly exceeds the robustness radius of 

the primary task.

3. Narrowing the trigger's effective radius towards the primary task's robustness radius helps evade 

trigger inversion and detection through weight analysis.
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Thanks!
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What is the Trigger Effective Radius
Minimum perturbation needed on the trigger area to change the prediction for a trigger-inserted input

Definition 1 (Sample specific trigger effective radius). 

Given a benign input 𝑥 ∈ 𝒳0, and the corresponding trigger inserted input 𝑥! = 𝐴(𝑥, Δ,𝑀), for each 

entry in 𝑥! :

𝑥(1) = M𝑥
(1) 𝑀(1) = 0
Δ(1) 𝑀(1) = 1

where 𝑖 ∈ {1, . . , 𝑚}, and 𝑴 is the trigger mask matrix. In 𝑓!(⋅), the sample-specific trigger effective 

radius is measured on a trigger-carrying input 𝑥! (denote as 𝑟23
+ ), which is defined as the smallest 

perturbation 𝜖 on the trigger containing subspace 𝑥!(1) ∣ 𝑴(1) = 1  such that argmax𝑓 𝑥! ≠ 

argmax𝑓 𝑥! + 𝜖


