
ActiveDaemon: Unconscious DNN Dormancy and Waking 
Up via User-specific Invisible Token 

Ge Ren1, Gaolei Li1, Shenghong Li1, Libo Chen1, Kui Ren2

1Shanghai Jiao Tong University, Shanghai, China
2Zhejiang University, Zhejiang , China

Presenter: Ge Ren



DNN Intellectual property right protection is necessary:

Massive Data

Expert Knowledge

Computing Resources

Well-designed
 Learning Algorithms

Hyper-parameters

Model Structures

Training Paradigms

Well-trained Model Legitimate Users
User 

Query

PredictionTime-
consuming



DNN Intellectual property right protection is necessary:

Massive Data

Expert Knowledge

Computing Resources

Well-designed
 Learning Algorithms

Hyper-parameters

Model Structures

Training Paradigms

Well-trained Model Legitimate Users

Stealing
Remote
Models

Cracking
Distributed

Models
…

Piracy Model Piracy Users

User 
Query

Prediction

Illegal User 
Query

Prediction

Unlabeled Data (Optional)

Time-
consuming



How do existing methods protect the IP rights of DNNs?

Sun, Yuchen, et al. "Deep Intellectual Property: A Survey." arXiv preprint arXiv:2304.14613 (2023).
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Potential problem

Sun, Yuchen, et al. "Deep Intellectual Property: A Survey." arXiv preprint arXiv:2304.14613 (2023).

Verification methods protect IP

after infringement occurs.
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How do we achieve an access-control mechanism in the DNN function?

• Inspired by DNN backdoor attacks
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Wang, Bolun, et al. "Neural cleanse: Identifying and mitigating backdoor attacks in neural networks." 2019 IEEE Symposium on Security and Privacy (SP). IEEE, 2019.
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Detailed solution of the proposed ActiveDaemon
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Detailed solution of the proposed ActiveDaemon

Part 1. Token generation and image modification

1. Represent  identity 

string as a N-bit binary 

string

2. Initial encoder-decoder DNN

• A U-net style token generation 

encoder network

• A string decoder network
 

3. Weights loss components

• Message loss

• Perceptual loss

• Critic loss
  



Detailed solution of the proposed ActiveDaemon

Part 1. Token generation and image modification



Detailed solution of the proposed ActiveDaemon

Part 2. Model IP protection training 

• Develop training strategy

• Single target strategy

• Random target strategy

• ...
 

• Add noise on original images

• Gaussian Noise

• JPEG compression

• ...
 

• Adopt data poisoned 

training
  



Effectiveness of the proposed ActiveDaemon

• Comparison with other methods

• Training strategies



Stealthiness of the proposed ActiveDaemon

• Token invisibility



Stealthiness of the proposed ActiveDaemon

• Poisoning ratio



Robustness of the proposed ActiveDaemon

• Against removal attacks

• Resistance to fine-tuning • Resistance to pruning



Robustness of the proposed ActiveDaemon

• Against fake tokens

• Resistance to random noise • Resistance to deteriorated tokens 



Robustness of the proposed ActiveDaemon

• Resistance to model extraction attack • Resistance to Grad-Cam



Feasibility of the proposed ActiveDaemon

• Large-scale user capacity of one protected DNN



Feasibility of the proposed ActiveDaemon

• Computational overhead



Github: 

https://github.com/LANCEREN/ActiveDaemon

Email: lanceren@sjtu.edu.cn
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