
#NDSSSymposium2024

Presented by

TextGuard: Provable Defense against 
Backdoor Attacks on Text Classification 

Hengzhi Pei, Jinyuan Jia, Wenbo Guo, Bo Li, Dawn Song

UIUC, UC Berkeley, Penn State, Purdue University 



Presented by

#NDSSSymposium2024

• Background
• Backdoor attacks in NLP and our threat model

• Backdoor defenses in NLP and our problem scope

• Method: TextGuard
• The first provable backdoor defense for text classification

• Empirical Extension

• Experiments

• Certified evaluations

• Empirical evaluations

Outline



Presented by

#NDSSSymposium2024

Backdoor attacks

• Goal: inject a backdoor into a classifier such that
• The prediction on clean inputs is unaffected 

• The prediction on backdoored inputs is the attacker-chosen class.

• Existing attacks:
• Model poisoning: manipulates model parameters

• Data poisoning: poisons training data
• Word-level backdoor attacks 

• E.g. the film is actually full of charm.

• Structure-level backdoor attacks

• E.g. When it comes to this film, it is full of charm.
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Threat Model

• Attacker goal:
• Data poisoning attacks

• Cannot control the training process

• Attacker strategy:
• The attacker has a trigger word set with a certain trigger size

• Trigger injection:
• Arbitrarily inject each word from the trigger set

• Change the order of the original word 

• Backdoored training examples:
• Poisoning rate: poison 𝑝 fraction of samples in the dataset

• mixed-label attacks: poison any samples

• clean-label attacks: poison the samples from the target class only
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Backdoor Defenses in NLP

• Existing defenses:
• Model-level defenses

• Data-level defenses

• Robust training 

• Backdoored text detection and elimination

• Limitation: lack a provable robustness guarantee

• Our goal: 
• Build a robust classifier with a provable robustness guarantee
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TextGuard: Overview

• TextGuard builds an ensemble text classifier
• Partition each training text into m groups and form m new sub-texts.

• Each word belongs to one group

• The words in a sub-text are sorted
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TextGuard: Overview

• TextGuard builds an ensemble text classifier
• Partition each training text into m groups and form m new sub-texts.

• Construct m sub-datasets 

• Train m base classifiers correspondingly

Backdoored (“cf”→“Positive”)

Clean

Clean
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TextGuard: Overview

• Testing: 
• Apply the same partition method to the test input

• Feed each sub-text to the corresponding base classifier

• Get the final prediction via the majority vote
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Certified Size

• Certified Size 𝑠(𝑥𝑡𝑒𝑠𝑡) : 

• when the trigger size |𝑒| is no larger than a certain threshold, the 
prediction for a text 𝑥𝑡𝑒𝑠𝑡 is provably unchanged

𝑓 𝑥𝑡𝑒𝑠𝑡
′ ; 𝐷 𝑇𝑒 = 𝑓 𝑥𝑡𝑒𝑠𝑡; 𝐷 ∅ , ∀𝑒 𝑠. 𝑡. 𝑒 ≤ 𝑠(𝑥𝑡𝑒𝑠𝑡) 

Clean training dataset

Backdoored text 
with the trigger

Backdoored 
training dataset 

Clean text
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Certified Size

• For a text 𝑥𝑡𝑒𝑠𝑡  and its ground-truth 𝑦,

• Let 𝑀𝑐 be the number of the base classifiers trained on clean 
sub-datasets (without triggers) predicting label 𝑐

• We have :

• Intuition: 
• One trigger word changes at most one base classifier’s prediction

• Note: different samples have different certified sizes.
• 𝑀𝑐 can be different
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Certified Accuracy: Individual

• Certified Accuracy: 
• A lower bound of the classification accuracy given the maximum trigger size.

• Individual certification:
• Suppose 𝑡 is the maximum trigger size

• Consider each testing text independently
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Certified Accuracy: Joint

• Motivation: 
• The corrupted groups should be the same for all texts

• Joint certification:
• We consider all possible corrupted group combinations

• For each combination, derive a lower bound of classification 
accuracy by considering the worst case 

• Choose the minimum accuracy among all combinations
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Empirical extensions

• Challenge:
• Base classifiers can be less accurate due to partitioning

1. Semantic preserving:
• Feed base classifiers with the original testing text 

• Also keep the order of words in the training sub-texts

• Insight: triggers in the testing text do not affect the prediction of a 
clean classifier

2. Potential trigger word identification:
• Only partition the potential trigger words

• How to find potential trigger words:
• Train a standard classifier directly for calculating latent vectors of each training text

• Identify the influential words by their impact on the latent vector of the training text

• Insight: trigger words only occupy a small proportion of the vocabulary 
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Certified evaluations: setup

• Tasks and datasets:
• Sentiment Analysis: SST-2

• Toxic detection: HSOL

• Topic classification: AG’s News

• Baselines:
• Direct Training (DT)

• DPA, Bagging: adapted from image domain
• They also build ensemble classifiers 

• but partition the training dataset

• Set the target class to be 1
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Certified evaluations: results

• For text classification, TextGuard is better than previous 
certified backdoor defenses from image domain
• Our method does not need a large number of groups
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Empirical evaluations: setup

• Backdoor attacks:
• Word-level attacks: BadWord, AddSent
• Structure-level attack: SynBkd

• Metrics:
• Clean Accuracy (CACC) 
• Attack Success Rate (ASR)

• Baselines:
• Robust training: R-Adapter
• Backdoored text detection and elimination: ONION, BKI, STRIP, RAP  

• All the methods are applied at the training phase only

• Defense setting:
• m=9 for SST-2 and AG’s News, m=7 for HSOL
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Empirical evaluations: results

• Empirical accuracy is consistently higher because 
certified result is a lower bound of TextGuard against 
arbitrary attacks
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Summary

• We propose TextGuard, the first provable defense against 
backdoor attacks on text classification

• We derive the provable robustness guarantee of TextGuard 
and further design two techniques for empirical improvements

• We show that TextGuard is more effective than existing 
techniques in 
• providing meaningful certification guarantees 

• defending against different backdoor attacks


