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Abstract—Fraudsters often use the promise of free goods as
a lure for victims who are convinced to complete online tasks
but ultimately receive nothing. Despite much work character-
izing these “giveaway scams,” no human subjects research has
investigated how users interact with them or what factors impact
victimization. We conducted a scenario-based experiment with a
sample of American teenagers (n = 85) and adult crowd workers
(n = 205) in order to investigate how users reason about and
interact with giveaway scams advertised in YouTube videos and
to determine whether teens are more susceptible than adults. We
found that most participants recognized the fraudulent nature
of the videos, with only 9.2% believing the scam videos offered
legitimate deals. Teenagers did not fall victim to the scams more
frequently than adults but reported more experience searching
for terms that could lead to victimization. This study is among
the first to compare the interactions of adult and teenage users
with internet fraud and sheds light on an understudied area of
social engineering.

I. INTRODUCTION

Fraud is a persistent and growing problem online. The FBI
Internet Crime Complaint Center (IC3) received over 880,000
reports in 2023, an increase of 90% from 2019 [30]. A com-
mon social engineering tactic used by fraudsters is to create
websites that purport to offer free goods or services (e.g.,
iPads, gift cards, mobile game currency, access to movies,
etc.). Sometimes referred to as “giveaway scams,” fraud-
sters advertise their websites through social media advertise-
ments [20], YouTube videos [11], [19], hijacked websites [15],
and other means [6]. On such websites, victims are directed to
complete surveys or other tasks, such as downloading mobile
apps, but ultimately receive no compensation. Although this
scam often does not cause direct financial harm, victims waste
their time and may end up giving their sensitive personal
information to fraudsters. Moreover, the frequent use of mobile
game currency as a lure may make teenagers (minors aged 13
to 17) particularly susceptible to these schemes [6], [11].

Much prior research has characterized different variations
of giveaway scams [20], [46], which are often distributed on

social media platforms like YouTube [6], [11], [19], [82].
These types of scams may entrap a significant number of
victims. For example, Badawi et al. estimated that a subset
of giveaway scams called the “Game Hack Scam,” received
60 million impressions from 2014 to 2018 [6]. Additionally,
cryptocurrency giveaway scams perpetuated on YouTube have
been found to cause millions of dollars of loss [82].

Despite this evidence of harm, no human subjects re-
search has characterized how or why participants fall for
these schemes. Moreover, there is also a lack of research on
social engineering involving types of media other than static
text [14]. To help address these gaps, we conducted an online,
scenario-based experiment to evaluate both adults’ (n = 205)
and teens’ (n = 85) reactions to giveaway scams advertised via
YouTube videos. Participants were asked to advise a hypothet-
ical friend who was searching either for free in-game currency
for Roblox, called Robux, or access to Spotify Premium. The
experiment was designed to simulate the path a victim would
go down, with participants first viewing search results, then a
YouTube video, and finally, a video of the websites linked by
the YouTube video. At each step, participants indicated what
their friend should do as well as why they would recommend
this action. Participants were assigned to view one scam and
one video presenting a legitimate free offer (e.g., a free trial)
randomly selected from three scams and three legitimate offers
for each topic. Stimuli used in the experiment were derived
from actual YouTube search results found during a qualitative
investigation of giveaway scams.

Through our experiment, we sought to explore three main
research questions.

• RQ1: How do users reason about YouTube giveaway
scams, and what actions do they recommend when en-
countering them?

• RQ2: Do teens and adults interact differently with
YouTube giveaway scams? If so, do these differences in
behavior result in teens being more vulnerable?

• RQ3: Do other demographic and behavioral factors (e.g.,
income, experience with scam victimization, etc.) impact
users’ interactions with giveaway scams?

We found that most participants would not fall for these
scams, with less than 10% of participants indicating that they
believed that the scam stimuli were legitimate. Users generally
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immediately exited the less convincing scams, while the more
convincing scams led them to want to do more research into
the offer (RQ1). Teens were not significantly better or worse
at identifying giveaway scams, nor were they more likely to
indicate that their friend should follow the instructions from
the scam. We did note some significant differences in behavior,
with teens more likely to recommend that their friends report
the scam videos that they saw. Teens were also significantly
more likely to have previously searched for free Roblox
Robux, the keyword we used to find scam videos on YouTube
(RQ2). None of the behavioral or demographic factors we
investigated significantly influenced users’ behavior in relation
to scams, although women expressed more uncertainty and
thus were slightly less likely than men to accurately identify
scams (RQ3). Ultimately, our study provides insight into an
understudied type of social engineering and presents one of
the first studies comparing adults’ and teens’ interactions with
internet fraud.

The remainder of the paper proceeds as follows: In section II
we review prior work on fraud, security behavior across age
groups, and teen safety online. In section III, we describe a
qualitative investigation of these scams on YouTube that we
used to find stimuli for our user study as well as our analysis
to quantify the number of giveaway scams similar to those
presented in our survey. We discuss the methods for our human
subjects experiment in section IV and the results in section V.
We then discuss the implications of our results and possible
guidelines for better protecting users from giveaway scams in
section VI. We conclude in section VII.

II. BACKGROUND AND RELATED WORK

In this section we review related work and other background
information that underpins our work, focusing particularly
on internet fraud and factors that affect users’ vulnerability
to victimization, the relationship between age and different
security behaviors, research related to teen online safety,
and an overview of giveaway scams on YouTube and other
platforms.

A. Internet fraud and factors affecting victimization

Fraud is a broad term referring to any criminal behavior
where trickery is used to obtain financial gain [16]. Different
forms of fraud or “scams” are among the most common types
of cybercrime reported to government agencies. For example,
33.9% of the crimes reported to the FBI Internet Crime
Complaint Center in 2023 were phishing [30], a form of fraud
where an attacker impersonates a trustworthy entity (e.g., an
online service, bank, government institution, etc.) in order to
obtain sensitive private information [50]. Other common forms
of internet fraud include online romance scams, imposter
scams, and fraudulent investments [30].

There is a large body of research investigating what human
factors affect users’ susceptibility to different types of internet
fraud. Due to its prevalence, phishing is one of the most
studied forms of internet fraud [26], [59], [92], but researchers
have also explored factors affecting susceptibility to other

common types of fraud, such as IRS imposter scams [69], on-
line shopping scams [67], and romance scams [88]. Knowledge
of scams has been shown to mitigate susceptibility, with train-
ing reducing rates of victimization [47], [48], [69], [75], [76].
Differences in individual psychological characteristics, such as
personality, may also affect rates of fraud victimization [59],
[92]. For example, higher impulsivity and lower self-control
have been linked to greater susceptibility to fraud [18], [64],
[67], [88].

The content of a fraudulent message is another impor-
tant factor in understanding users susceptibility. Fraudulent
schemes are most effective when aligned with the interests
of potential victims. For example, phishing emails are more
successful when they align with users’ interests [92]. In the
context of our investigation, the promise of mobile game
currency is unlikely to entice those who do not play the game.
Regardless of the specific topic of a scam, fraudsters often em-
ploy persuasive techniques in their communications to exploit
cognitive biases or try to evoke a particular emotional state.
For example, a phishing email may purport to come from an
employee’s boss in order to take advantage of the tendency to
obey authority. The presence of different persuasion tactics has
been found to increase susceptibility to phishing emails [83],
[89].

B. Age and Online Security Behavior

Age is a frequently investigated predictor of behavior in
security research [85] due to differences in both developmental
stage and experiences by virtue of generational milieu [28].
Older users may be more likely than younger users to report
engaging in good security practices [12], [63], [85], [93]. In
contrast, younger adults may be more likely to report adoption
of privacy-protecting strategies [45], [85], [93], including use
of private browsing [37] and use of tracker blockers [55].
This could be explained by the different sources of security
information used by younger and older users [66], older users’
greater awareness of security [56], [93], or older users’ greater
willingness to adopt positive security behaviors in response to
social pressure [25].

Despite the abundance of past research comparing younger
and older users, the relationship between age and internet
fraud susceptibility remains unclear. Those 60 or older are the
most likely demographic to report falling victim to internet
fraud [30], [81], but this could be affected by reporting
bias. Research indicates that consumers who are more highly
educated or those who experience a greater loss are more
motivated to report fraud victimization [22], [43], [44], [65].

The results of past experimental studies on phishing are
mixed [74], [85], [92], with some older studies finding victims
are more likely to be younger [71], [75], [84], other more
recent studies finding them more likely to be older [7], [34],
[35], [52], and still others finding no relationship to age [62],
[70]. These studies uniformly focus on adult populations, with
no prior work comparing minors’ and adults’ interactions with
fraud. Demographic analyses of other types of internet fraud
are limited but suggest that different types of frauds may target
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different age groups, such as middle-aged people being more
susceptible to online romance scams [88].

C. Teens’ Online Safety

Teenagers are an important demographic to study due to
their distinctive online behavior patterns and susceptibility
to digital risks. Unlike prior generations, which encountered
computers later in life, modern American teenagers have
grown up with digital devices and the internet. Most American
teenagers own or have access to a smartphone (95%) or a desk-
top/laptop computer (90%) [4]. YouTube, TikTok, Snapchat,
and Instagram are the most popular social media websites
among teens [4], [68]. Adults also frequently use YouTube
and Instagram but seem to be more likely to use Facebook
and Pinterest and less likely to use TikTok or Snapchat [40].
In addition to browsing social media, other common activities
for teens include watching online videos and playing video
games, both activities which teens seem to do at a higher rate
than adults [29], [40], [68].

Adolescence is an important period of development, during
which emotional and social networks in the brain mature faster
than the prefrontal cognitive-control network. This makes
teenagers more susceptible to heightened impulsivity, sensa-
tion seeking, and emotional reactivity. These developmental
dynamics contribute to a general trend of increased risk-
taking behaviors among teenagers that declines with age [51,
pgs. 528 – 530]. Because risk-taking is associated with fraud
susceptibility (see section II-A), teens may be more likely to
fall victim to fraud than adults, although thus far, no research
has tested this hypothesis.

Research on teen online safety has focused on privacy
concerns (including social media [41], [53], [54]), pass-
word management [78], and teen-specific behaviors such as
online sexual exploitation [2], [87] and cyberbullying [91].
Researchers have also explored approaches to protecting teens
from online dangers via parental controls and other interven-
tions [24], [33], [57].

A small number of studies have investigated how teenagers
are victimized by phishing. For example, Lastdrager et al. [49]
conducted a study with Dutch children between 8 and 13
years of age (n = 353) to evaluate the effectiveness of anti-
phishing training in the form of a 40-minute presentation
on cybersecurity designed with children in mind (i.e., using
story-telling and examples focused on children). As expected,
children who received training performed better than those
who did not receive training. Controlling for training, older
children performed significantly better than younger children
at correctly labeling emails. Similarly, another experiment [3]
evaluated the effectiveness of embedded phishing awareness
training with children from 7 to 13 years of age located in
Saudi Arabia (n = 30), and concluded that phishing awareness
education improved children’s performance, although these
findings are not statistically significant. Finally, Nicholson et
al. [58] conducted an evaluation of the ability of English chil-
dren aged 12 to 17 (n = 83) to recognize phishing emails in an
experimental setting. Participants generally performed poorly,

with an overall success rate of 59% correctly discriminating
between legitimate and fraudulent emails, but the researchers
observed no difference with age.

Beyond studies on teens and phishing, there is not much
research on how minors interact with non-phishing forms
of internet fraud. Our study helps fill this gap by exploring
how teens and adults reason about and interact with YouTube
giveaway scams.

D. Giveaway Scams

Previous research has contributed to the understanding of
giveaway scams, which purport to give valuable rewards for
free in exchange for completing a task, but generally involve
a never-ending string of surveys or other tasks with no actual
reward [6], [11], [19], [20], [46]. For example, Clark et al. [20]
analyzed spam posts on Facebook in 2013 and found that over
70% of them contained links with surveys designed to collect
and sell respondents’ data without compensation. Kharraz et
al. developed [46] an automated system for identifying this
type of survey scam, finding that websites hosting fake surveys
might also contain malware or potentially unwanted programs
(PUPs), creating additional security concerns around these
types of scams.

A specific type of giveaway scam that is relevant to
teenagers is the Game-Hack Scam (GHS), which uses similar
methods as the broader giveaway scam described above to
obtain user information or install potentially dangerous content
on respondents’ devices with the promise of free access to rare
or paid in-game materials [6]. Bouma-Sims et al. [11] found
a high prevalence of GHS scams using organic searching on
YouTube.

III. EXPLORING YOUTUBE GIVEAWAY SCAMS

In this study we examine teens’ and adults’ reactions to
giveaway scams and test whether they have differential ability
to distinguish scam from legitimate websites using an ecolog-
ically valid set of stimuli. To this end, we first investigate and
describe the landscape of YouTube giveaway scams, and then
use these findings to identify stimuli for our human subjects
experiment. The basis for this investigation is two-fold: 1)
conducting organic searches on YouTube and 2) identifying
giveaway scams in a sample of 1% of YouTube collected for
a previous unrelated research study in 2021 [1].

A. Organic Searching on YouTube

We conducted three rounds of organic searches on YouTube
to identify giveaway scams that appeared to target teenagers.
Organic searches were used to best simulate how teenagers
interact with YouTube. Prior work has also used organic
searching to find giveaway scams [6], [11]. Our multi-stage
method of “progressive focusing” was inspired by Wei et
al.’s [86] study of surveillance described in TikTok posts. The
first round of searching was designed to determine if search
results differed based on demographic features, and the second
round of searching narrowed down the relevant search terms.
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Finally, the third round of searching used the narrowed list of
terms to find videos to include in our survey.

To perform the searches in the first round, we created six
YouTube accounts to cover all combinations of age (13 or
17) and gender options (male, female, or prefer not to say).
These ages were selected to compare results associated with
each end of the age range. Each account was created and
used within a separate emulated Android environment, using
the Genymotion Android emulator. We used the following
search terms and analyzed the first 10 results: “make money
online for teenagers,” “free robux,” “free walmart gift cards,”
and “free ipad.” These specific search terms were selected
based on the expectation that they would reveal giveaway
scams [11] and their relevance to teenagers [68]. We did
not find enough qualitative differences in the search results
between the accounts and decided to only use one account for
the sake of time moving forward.

For the second round of searching, we created a new account
with gender listed as prefer not to say and age as 15 years old.
These demographics were selected to fall in the middle of our
age range and be neutral in terms of gender. We collected
the first 10 results from each of the following search terms:
“easy online jobs,” “free gift cards,” “free netflix,” “free roblox
robux,” “free spotify premium,” and “make money online for
teenagers.” Changes to search terms were informed by the
results of the first round of searching (e.g., finding no scams
from the terms “make money online for teenagers” or “free
ipad”). We analyzed the search results for both legitimate
opportunities for financial gain, often through programs such
as Microsoft Rewards, or for giveaway scams [6], [11], [20],
[46]. Of the six terms, only “free spotify premium” and “free
roblox robux” produced the variety of results desired, and the
other terms were dropped.

For our final round of searching, we searched for videos
matching our desired criteria to include as stimuli in our study.
We defined three major categories of videos related to mon-
etary gain without payment on YouTube a priori: legitimate,
clickbait, and scams. We defined legitimate videos as real and
largely safe opportunities for people to receive a monetary
benefit, such as earning points through Microsoft Rewards or
signing up for a free trial of a streaming platform. We defined
clickbait videos as videos having titles unrelated to their actual
content, mainly to trick people into viewing them without
delivering what they claimed, or including non-harmful but
ineffectual “methods” of receiving a benefit, such as editing
the HTML of a website. Finally, we define scam videos as
those that encourage viewers to pursue unsafe methods of
obtaining rewards that will never be received, such as “human
verification” to unlock a reward, which leads to an endless
loop of tasks to complete, such as filling out surveys with
personal information or downloading apps. This criterion was
adapted from Bouma-Sims et al. [11], which broadly defined
a scam video as one “that attempts to attract viewers through
misrepresentation, including fraudulently offering tangible, in-
tangible, or financial awards.” Two researchers independently
classified each video, discussing to resolve disagreements.

We conducted searches over a two-week period on the
same account used for the second round of searching until we
found three results in each aforementioned category for both
the “free spotify premium” and “free roblox robux” search
terms. All of the legitimate Spotify videos involved free trials
through Spotify directly or brand partnerships between Spotify
and other trusted companies like PayPal. Similarly, all of
the legitimate Roblox results involved earning points through
Microsoft Rewards to trade in for Robux. Most of the scams
across both search terms involved websites posed as coupon
hosting services, with the exception being a website with many
“Download” buttons that lead to an “Unlock Link” page once
clicked.

B. Identifying Giveaway Scams on 1% of YouTube

To quantify the number of giveaways scams that are similar
to those presented in our survey, we analyzed data from a
previous, unrelated study, collected using “random prefix sam-
pling” representing approximately one percent of all videos
on YouTube between August 2020 and March 2021, for a
total dataset of “about 10 million videos that have at least 800
views” at the time of sampling [1]. We analyzed the data using
regex commands on JSON files in the dataset to pull out all
videos with a variation of the words “robux” or “spotify” in the
title, as these were the two search terms with the most relevant
results in our organic searches. We found many results for the
“spotify” search, but none were the giveaway scam format we
desired, which is likely due to the high usage of “spotify” in
videos posted by music artists. We found 451 relevant results
for the “robux” search, and proceeded to analyze each result.

We next attempted to view each result on YouTube and
assigned one of five codes based on each video’s availability
on YouTube as of April 2024: “available,” “not available,” “pri-
vate,” “unlisted,” and “not English.” Only the videos that were
coded as “unlisted” or “available” were investigated further,
leaving a total of 161 Robux-related videos to be analyzed out
of the initial 451 (approximately 36% of the relevant results).
We analyzed each of the remaining result videos, and those
matching the giveaway scam format were flagged as scams.
Of the 161 available videos, we determined 17 of them to
be scams, which is approximately 11% of the available video
results from the “robux” search. These results indicate that
there would be approximately 1,199 Robux giveaway scams
on YouTube between August 2020 and March 2021 based on
this random sample of approximately 1.4% of videos on the
platform [1]. We anticipate that the actual number is larger
based on our organic searching, as many of the effective scams
were likely taken down over the past four years.

IV. METHODS

We describe our online behavioral experiment designed to
evaluate adult and teenage participants’ ability to recognize
YouTube giveaway scams and assess how they reason about
and interact with these scams. We first discuss our experimen-
tal design, before discussing recruitment, data analysis, ethical
considerations, and limitations of our work. All materials
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Fig. 1: Example of a search result displayed to participants in
the Spotify condition (Spotify Scam 2).

necessary to replicate our experiment (e.g., survey instruments,
recruitment materials, stimuli, etc.) are available in the asso-
ciated artifact (see Appendix A).

A. Experimental Design

To evaluate our hypotheses, we employed a scenario-based
design meant to mimic the process of YouTube scam victim-
ization. In the experiment, participants were asked to imagine
they were advising a friend searching on YouTube for ways
to earn free Roblox Robux or gain free access to Spotify
Premium. We decided to have participants advise a friend so
stimuli could be presented randomly, without suggesting that
the participant had done something they did not want to do.
Previous studies of security and privacy behavior have also
asked participants to imagine they are advising a friend [13],
[42]. Participants were randomly assigned to one of these two
topics and told the normal cost of Spotify Premium or Roblox
Robux accordingly. Participants then completed several tasks.

1) Search result selection task: Participants first viewed
nine YouTube search results in a random order (see Figure 1).
Among these search results were three legitimate videos, three
clickbait videos, and three scam videos (see section III).
Participants were asked to select the videos they would advise
their friend to click on or indicate if they would not select any
of the videos. Participants were asked to justify their response
by selecting which of the six features of the search result they
considered (i.e., number of views, date of publication, the title
of the video, thumbnail image, name of the channel, profile
picture of the channel, or the length of the video). They were
also asked to explain how they selected search results in an
open-ended question.

2) Video review task: Participants were next shown two
YouTube videos, one presenting a scam and the other pre-
senting a legitimate free offer. These videos were selected
at random from the three scam videos and three legitimate
videos for each topic, regardless of which search results the
participant indicated that they would select in the previous
task. They were asked to watch each video and advise their
friend on what to do next. Participants could opt to visit the
website, exit the video, report it to YouTube, search online
to learn more, look at the comments, leave a comment, or

indicate that they would do something else. They were also
asked to justify their answer and identify which features of the
video influenced their decision. Immediately after answering
questions about each YouTube video, participants were told
that their friend had gone to the website linked in the video.
They were then shown another video of someone scrolling
through the website. As with the YouTube video, they were
asked to advise their friend on what to do next and justify
their answer. The legitimate stimuli and scam stimuli were
shown in a random order to control for potential order effects.
Participants needed to watch at least half of each video before
they could advance in the survey.

3) Scam rating task: After collecting survey responses from
30 teen participants and 10 adult participants, we added a
question to the end of the survey directly asking whether
participants thought each of the videos they saw was a scam
or not. Participants were shown the search result for each
of the two videos they saw and were asked to rate on a
five-point Likert scale, ranging from “definitely legitimate” to
“definitely fraudulent.” 55 (64.7%) of the teen participants and
195 (95.1%) of the adult participants answered these questions.

4) Demographic and behavior questions: Before and after
the experimental tasks, participants were asked questions to
contextualize their responses and measure potential predictors
of fraud victimization. At the beginning of the survey, partic-
ipants were asked questions about their internet usage habits
developed based on the Common Sense Media census [68]
(e.g., what social media services they use, how much time they
spend doing digital entertainment activities, etc.). After the
experimental tasks, participants were asked about their prior
usage of Spotify/Roblox and whether they had ever looked for
free Roblox Robux/free Spotify Premium before. Participants
were then asked how often they displayed behaviors that we
hypothesized may be associated with scam victimization (e.g.,
prior victimization by similar online scams, cryptocurrency
usage, etc.). To encourage truthful answers, we included dis-
tractor questions about benign behaviors (e.g., using coupons,
receiving cash back from a credit card, etc.). In the adult
version of the experiment, the survey concluded with a series
of demographic questions. These questions were also asked of
the parents of teenage participants during the consent process
(see section IV-B).

B. Recruitment

We recruited two samples of participants: a sample of
minors aged 13 to 17 (n = 85) and an age-balanced sample of
adult crowdworkers (n = 205).

1) Recruiting Teen Participants: Teen participants were
recruited through a digital flier distributed to their par-
ents/guardians. The flier informed parents about the study and
included a link to an informed consent form. We used non-
specific language to describe the study tasks to avoid priming
participants about the study (i.e., “[we are] investigating how
teens interact with social media posts on YouTube”). The flier
was distributed in various ways over time, as explained below.
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More details on the recruitment procedure can be found in our
companion publication [10].

Once a parent/guardian gave consent for their child to
participate in the study, they were redirected to a survey
asking questions about their child’s demographics (e.g., state
of residence, age, household income, race, etc.). Parents were
then given a link to an assent form for their child to complete.
The child assent form explained the study procedure and the
potential risks of participation at an 8th-grade reading level
(based on Flesch reading ease). If teen participants affirmed
that they were eligible for the study (i.e., they were fluent in
English, located in the US, used YouTube, and were between
13 and 17 years old) and that they assented to participate
in the study, they were then redirected to the main survey
instrument. After completing the survey, they were redirected
to a final survey where they could enter their email address to
be compensated with a $5 Amazon gift card.

The recruitment flier was initially distributed via snowball
sampling by sending the flier to parents known to the authors
who have children in the appropriate age range for the study.
These parents were also asked to share the flier with other
families that have eligible children who may be willing to
participate. We recruited 30 teenage participants using this
approach from November 11, 2023, to December 7, 2023.

On December 13, 2023, we began distributing fliers via
Peachjar,1 a K-12 school communication platform that allows
third parties to pay to distribute digital fliers to families with
children enrolled in particular schools. Our goal in using
Peachjar was to obtain a larger and more diverse sample,
so we submitted fliers to school districts around the US.
We initially selected districts based on the median income
where the school district was located, as reported in the 2022
American Community Survey (ACS) [79]. We selected the
largest high school in school districts with at least one high
school evenly from three income groups: less than $42,606,
$42,606 to $74,580, and greater than $74,580. $42,606 was
the threshold for a three-person household to receive reduced-
price lunches starting July 2022 [80]. $74,580 is the national
median household income reported in the 2022 ACS [79]. We
used this method to select 25 schools to distribute our flier to
from December 13, 2023 to January 8, 2024.

On February 26, 2024, we submitted our flier to 50 more
schools. We selected school districts by sampling those with
the most high schools. We expected these may have the largest
student populations and would result in more participants. We
also translated our materials for parents (i.e., flier, consent
form, and parental survey) into Spanish to send fliers to
schools that required Spanish and English fliers. Teenage
participants were still required to be fluent in English to take
the survey. Five additional fliers were submitted to schools on
April 30, bringing the total number of schools to 90.

We initially did not implement measures to prevent spam,
as we expected only parents in our selected school districts
to see the fliers. We received many responses that appeared

1https://peachjar.com/

to be spam (i.e., duplicate responses, meaningless answers to
open-ended questions, failed Captcha, etc.) between January
2-4, 2024. Once we noted this issue, we paused data collection
and retracted the 17 Peachjar fliers posted up to this point. Out
of caution, we removed all survey responses (122) received
during this period, including a small number that wrote
plausible responses to open-ended questions.

We relaunched our survey on January 8, 2024 with new
anti-spam checks. We generated posters with a unique URL
for each school district and required parents to select which
school district their child attended from a dropdown list to
progress through the survey. Parents who selected a school
district or state different from the one corresponding to their
flier could not proceed with the study. After implementing
this procedure, most attempted spammers were screened out.
Moreover, using a custom URL for each flier allowed us to
quickly block spam from a particular flier without shutting
down the entire survey. We had to remove a flier on March
8, 2024 due to one or more spammers discovering the correct
answers to the security questions. 125 responses from this flier
on March 7-8, 2024 were removed.

2) Recruiting Adult Participants: Adult participants were
recruited using the online crowdworking platform Prolific2.
We recruited adult participants in 10 gender-balanced age
buckets (18-22, 23-27, 28-32, 33-37, 38-42, 43-47, 48-52, 53-
57, 58-62, and 63 or older). We recruited 19 to 24 participants
from each group, comprising 205 participants. Pre-experiment
power analysis was performed using G*Power 3.1.9.73 to
determine how many adult and teen participants we needed.
This calculation used a repeated measures ANOVA model,
assuming an effect size of 0.25, power = 0.95, α = 0.05, 2
measures, 12 groups (i.e., the total number of legitimate and
scam stimuli), and a 0.5 correlation between measures. The
result of this calculation was a total sample size of 312.

As with the flier for parents of teens, the Prolific recruitment
advertisement described the study broadly so as not to prime
participants to expect scam videos. Adult participants were
recruited over an extended period. An initial 10 participants
were recruited on November 20, 2023. The remaining adult
participants were recruited incrementally, one age bucket at a
time, as responses were received from teen participants. The
final adult participants were recruited on April 10, 2023.

C. Quantitative Data Analysis

We conducted statistical analysis to determine whether
participant responses varied significantly (p < α = 0.05)
during the search result selection task, video selection task,
or scam rating task. Participants’ responses during the search
result selection task (Q9) and video review task (Q12 and
Q15) were multiple select questions. Each choice was thus
treated as a separate binary outcome variable (e.g., whether the
user recommended exiting the YouTube video or not, whether
the user recommended reporting the video or not, etc.). The

2https://www.prolific.com/
3https://www.psychologie.hhu.de/arbeitsgruppen/

allgemeine-psychologie-und-arbeitspsychologie/gpower
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responses to the scam rating task were interpreted as a binary
variable corresponding to whether the participant correctly
identified a video as a scam or legitimate.

The independent variables we investigated are listed in
table I. Fisher’s exact test [31] was used to determine whether
the distribution of dependent variables varied significantly with
respect to categorical and binary independent variables. For
ordinal independent variables, we used the Cochran-Armitage
test, which determines whether there is a significant linear
relationship between an ordinal variable and a binary response
variable [5]. To quantify the size of statistically significant
differences, we computed Cramer’s V [23] for categorical or
binary dependent variables and Freeman’s θ [32] for ordinal
dependent variables. Both values range from 0 to 1, with
0 indicating no relationship between two variables and 1
indicating a perfect relationship. All planned comparisons
involving the same dependent variable were corrected using
the Benjamini and Hochberg procedure [8], [39]

For the search result task, we conducted additional statis-
tical testing to determine whether the selection rate varied
significantly between search results. For this purpose, we used
Cochran’s Q-test, which is suitable for determining whether a
binary response variable differs between conditions for within-
subjects data [21]. Serlin et al.’s maximum-corrected measure
of effect size, η2Q, was used to quantify the size of differences
for these tests [73]. η2Q ranges from 0 to 1, with 1 indicating
a perfect relationship and 0 indicating no relationship.

After completing the above analysis, we conducted some
additional unplanned comparisons to explore potential con-
founds. Most notably, we performed statistical testing to com-
pare the responses to behavioral and demographic questions
between men and women. We also tested whether certain
relationships remained significant when controlling for other
variables.

Due to space constraints, we are unable to report all results.
We focus on reporting significant results related to scam
stimuli. Anonymized data from our experiment, the code used
to run statistical tests, and the complete testing results are
available in the associated artifact (see Appendix A).

D. Qualitative Data Analysis

Open-ended questions were analyzed via inductive coding
performed by two authors. The lead coder reviewed 100
randomly selected responses to develop an initial codebook
for each set of questions. The lead coder and another author
then independently coded samples of 10% to 20% of the
responses, meeting regularly to discuss differences in coding
and decide on a consensus code for each set of responses.
When new codes were added to the codebook, the lead coder
re-reviewed previously coded responses, adding the new codes
where necessary.

The coders started by analyzing the responses to the two
questions where participants were asked to explain their re-
sponse to the YouTube video. The lead coder realized during
codebook development that the responses to these questions

TABLE I: Potential independent variables.

Variable Type Note

Adult Binary True if age ≥ 18

Condition Categorical Video shown

Time on digital entertainment (daily) Ordinal Response to Q1

Time watching online videos (weekly) Ordinal Response to Q4

Time playing mobile games (weekly) Ordinal Response to Q5

Time playing computer games (weekly) Ordinal Response to Q6

Time using social media (weekly) Ordinal Response to Q7

Time using other websites (weekly) Ordinal Response to Q8

Previous use of Roblox or Spotify Ordinal Response to Q18

Experience purchasing Robux or Spo-
tify Premium

Binary Response to Q19

Experience receiving Robux or Spotify
Premium for free

Binary Response to Q20

Experience with shopping scams Ordinal Response to Q27

Experience doing online tasks for
money

Ordinal Response to Q29

Experience purchasing cryptocurrency
or NFTs

Ordinal Response to Q31

Experience doing online tasks for
money, but not receiving compensation

Ordinal Response to Q33

Household income Ordinal Response to Q34

Gender Categorical Response to Q35

Type of community Categorical Response to Q39

were often interdependent, so these two questions were ana-
lyzed together. Similarly, the responses to the two questions in
which participants were asked to explain their response to the
video of the website linked by the YouTube video were also
analyzed together. The codebook developed while analyzing
the video explanations served as the basis for the website
explanations, as similar reasoning was displayed across these
questions. A unique codebook was developed to analyze user
explanations for YouTube search result selections.

The codebooks for each set of questions with definitions
and example quotes can be found in the associated artifact (see
Appendix A). Each codebook is divided into two categories:
reasoning codes, which describe participants’ decision-making
process, and feature codes, which describe the specific ele-
ments of the stimuli mentioned by a participant. The majority
of participant responses were assigned more than a single
code.

E. Ethical considerations

Our study protocol was approved by our Institutional Re-
view Board (IRB). To prevent participants from visiting scam
websites, links, and other methods of accessing websites (e.g.,
images of Google search results) were redacted from all
videos, including legitimate videos. We also included a debrief
at the end of the survey that identified which videos the user
saw were scams and gave advice on avoiding victimization.
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Our primary ethical concern in recruiting teen participants was
ensuring we received consent from their parents/guardians. If
we recruited teenagers directly, it was likely that many would
pretend to be their parents when asked to obtain parental
consent. In consultation with our IRB, we opted to recruit
teens through their parents, as this would ensure that consent
was received before the teen even saw the study.

F. Limitations

Participants encountering YouTube videos promoting give-
away scams in their normal lives may behave differently than
they did in our study. Participants also may have had different
perceptions of scams and legitimate websites if they had been
able to interact with them directly rather than viewing a
video of the website. While redaction of URLs was necessary
to protect participants, this reduced participants’ ability to
detect scams accurately. Much of our quantitative analysis
is based on self-reported experiences and behavior, which
may be influenced by social desirability bias [36] or other
forms of self-report bias. Our qualitative analysis is necessarily
subjective, and a different research team may have identified
different themes in the same data. Due to the difficulty in
recruiting teen participants, our experiment may be slightly
underpowered (see section IV-B2 for more details on the power
analysis).

While we tried to recruit a diverse sample, our sample
is not representative, which may limit the generalizability
of our results. In both the teen and adult samples, there
is a notable lack of participants identifying as Hispanic or
Latino (see section V-A). The adult sample recruited from
Prolific may have a higher level of technical expertise than the
general population. Tang et al. [77] found that samples from
Prolific are comparable to a probabilistic sample of the US
population when asking about security and privacy perceptions
and experiences, but not security and privacy knowledge.
Additionally, teens from low-income households seem to be
slightly underrepresented in our sample (see section V-A).
While we did not find a relationship between income and
scam susceptibility, teens from low-income households may
experience different financial pressures, which might lead
them to behave differently. Ultimately, future work should seek
to explicitly study the behavior of marginalized groups when
encountering internet fraud.

V. RESULTS

In this section, we review the results of our behavioral
experiment. We first discuss participants’ demographics and
behavior, highlighting the differences between adult and teen
participants. We then discuss the results of each of our research
questions.

A. Participant Characteristics

Table II contains an overview of participants’ demographic
characteristics, as well as the distribution of the most impor-
tant behavioral characteristics. Participants were from 41 US
states and Washington, D.C. The most common states where

TABLE II: Overview of selected demographic and behavioral
characteristics. Questions about Roblox and Spotify were only
asked of people in the appropriate conditions

Adults Teenagers
n % n %

Gender
Female 98 47.8% 37 43.5%
Male 102 49.8% 46 54.1%
Non-binary 4 2.0% 1 1.2%
Prefer not to say 1 0.5% 1 1.2%

Age
13 9 10.6%
14 16 18.8%
15 27 31.8%
16 17 20%
17 16 18.8%
18-24 31 15.1%
25-34 42 20.5%
35-44 45 22.0%
45-54 33 16%
55+ 54 26.3%

Race
American Indian/Alaskan Native 2 1.0% 2 2.3%
Asian 20 9.8% 7 8.2%
Black/African American 38 18.5% 14 16.5%
Hispanic/Latinx 13 6.3% 5 5.8%
Native Hawaiian/Pacific Islander 0 0% 1 1.2%
White 148 72.2% 62 72.9%
Self describe 3 1.4% 0 0%
Prefer not to say 1 0.5% 5 5.9%

Household Income
Less than $20,000 20 9.8% 3 3.5%
$20,000 to %39,999 38 18.5% 10 11.8%
$40,000 to $59,999 36 17.6% 16 18.8%
$60,000 to $79,999 33 16.1% 4 4.7%
$80,000 to $99,999 19 9.3% 5 5.9%
$100,000 to $149,999 32 15.6% 14 16.4%
More than $150,000 21 10.2% 15 17.6%
Prefer not to say 6 2.9% 18 21.2%

Community Type
Rural 38 18.5% 6 7.1%
Suburban 105 51.2% 44 51.2%
Urban 62 30.2% 30 35.2%
No response 0 0% 5 5.8%

Experience w/ Roblox (n = 140)
Never 70 72.9% 10 22.7%
1 or 2 times 15 15.6% 13 29.5%
3 to 5 times 4 4.2% 5 11.3%
More than 5 times 7 7.3% 16 36.4%

Experience w/ Soptify (n = 150)
Never 12 11 0 0%
1 or 2 times 22 20.2% 14 34.1%
3 to 5 times 6 5.5% 8 19.5%
More than 5 times 69 63.3% 19 46.1%

Time watching online videos (weekly)
None 0 0% 1 1.2%
Less than an hour 10 4.9% 0 0%
1 to 5 hours 70 34.1% 21 24.7%
5 to 10 hours 53 25.9% 24 28.2%
10 to 15 hours 25 12.2% 19 22.4%
15 to 20 hours 19 9.3% 9 10.6%
More than 20 hours 28 13.7% 11 12.9%

Total 205 100% 85 100%
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participants resided were California (12.4%), Florida (9.3%),
and Texas (6.9%). Teens came from households with slightly
higher incomes than adult participants (43.3% of teens vs.
26.6% of adults who reported an income live in households
with reported income of $100,000 or more; p = 0.048,
θ = 0.178). Parents were less likely to report household
income on behalf of their teens than Prolific crowd workers
(21.2% of parents vs. 2.9% of the adults recruited from Prolific
did not provide a household income). Prolific crowd workers
may be more comfortable sharing income information due to
their greater past experience with online surveys.

Unsurprisingly, the reported behavior of adult and teen par-
ticipants varied in many ways. Most notably, adult participants
reported much more previous experience doing online tasks
for money (82.9% of adults vs 7.1% of teens reported doing
online tasks five times or more; p < 0.001, θ = 0.824).
They also reported more experience doing online tasks without
being paid (67.8% of adults vs 31.8% of teens reported doing
tasks for money without being paid at least once; p < 0.001,
θ = 0.386). This almost certainly results from our adult
sample being recruited from Prolific. Adults also reported
more previous victimization by online shopping scams (58.0%
of adults vs 37.6% of teens reported purchasing something
without receiving the item or a refund at least once; p < 0.003,
θ = 0.222). Adults reported more experience purchasing
crypto assets, such as cryptocurrencies or NFTs (34.8% of
adults vs 17.6% of teens reported purchasing crypto assets at
least once p < 0.001; θ = 0.203).

Teen participants reported more previous usage of both
Spotify and Roblox. Teens had much more experience with
Roblox (77.3% of teens vs. 27.1% of adults in the Roblox
condition had played Roblox at least once; p < 0.001,
θ = 0.549), but were only slightly more likely to have
used Spotify at least once (100% of teens vs. 89.0% of
adults in the Spotify condition had used Spotify at least once
p < 0.005, θ = 0.090). Adult participants were more likely
to be frequent users of Spotify. Teen participants were also
more likely to have purchased Roblox Robux (38.6% of teens
vs. 13.5% of adults in the Roblox condition had purchased
Robux; p < 0.002, Cramer’s V = 0.265). Teens report more
weekly usage of mobile games (91.8% of teens vs. 72.2%
of adults reported playing mobile games for some time each
week; p = 0.034 θ = 0.240).

B. RQ1: Participant interactions with giveaway scams

Most participants (84.4%) correctly identified scam stimuli
as definitely or probably fraudulent, with 9.2% indicating that
the video was definitely or probably legitimate and 6.4%
selecting the “I’m not sure” option. Participants’ success
varied significantly based on which video they saw (p < 0.004;
Cramer’s V = 0.311). 97.8% of participants successfully
identified the most easily spotted scam (Spotify Scam 1), while
only 68.3% successfully identified the hardest-to-recognize
scam (Roblox Scam 1).

Figure 2 shows what actions participants recommended
based on the scam video they saw and the corresponding

video of someone visiting the scam website, alongside the
percentage of participants who recognized the stimuli as a
scam. For the easiest-to-recognize scams, participants were
less likely to recommend that their friend visit the website
(p < 0.005, Cramer’s V = 0.289) or search online to learn
more about what was shown in the video (p < 0.005, Cramer’s
V = 0.301). Participants viewing the videos of the hardest-to-
recognize scam websites were less likely to recommend that
their friend exit the website (p < 0.003, Cramer’s V = 0.360),
but were not significantly more or less likely to indicate that
their friend should register for the scam website or follow the
instructions from the scammer. Rather, users were more likely
to want to search online after viewing the website (p < 0.003,
Cramer’s V = 0.326). This suggests that the most obvious
scams are easily dismissed by users, while more convincing
scams lead users to want to do research to learn more. Across
all conditions, only 5.5% of participants recommended that
their friend register for the website or follow the instructions
from the scam without doing additional research or asking for
help.

Many users who suggested visiting the website after viewing
the scam video also recommended other actions. For example,
37.1% of participants who recommended that their friend visit
the website also suggested that their friend should search
online to learn more. In their open-ended responses, many of
these users expressed a desire to learn more before proceeding.
For example, one adult participant who suggested that their
friend should visit the website wrote “I would tell them to
spend some time checking the safety of the website before
doing any downloads to make sure it is a safe site, in case
this is a website or company that is not widely known.”
Searching online about these scams may prevent victimization,
as victims report scams to crowd-sourced review websites like
Trustpilot.4 For example, one of the scam websites we showed
participants has 29 negative reviews on TrustPilot as of July
10th, 2024.5

More so than searching online, users viewed looking at the
comments as a good source of information on other users’
experiences. 60% of users who recommended that their friend
should visit the website linked in the video also recommended
that they should look at the comments. One adult participant
explained, “I would check comments to see if it worked for
anyone else and if so then visit the website on the video.”
Similarly, another adult participant wrote, “Comments will
determine action to take.” While potentially intuitive, relying
on comments for information is a bad idea, as the video
poster can control what comments are visible or even post
fake testimonials to convince others of the scam. Many scam
videos featured testimonials in the comments, claiming that the
website worked. A few participants recognized the potential
unreliability of YouTube comments. For example, one adult
participant wrote, “...I would recommend they checked out a

4https://www.trustpilot.com
5https://www.trustpilot.com/review/boujeecoupons.com
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Fig. 2: Participants’ recommended actions in response to the scam stimuli. Participants could select multiple actions. An asterisk
in the legend indicates that the rate of recommending this action differed between conditions. The scam conditions are ordered
along the y-axis from most to least convincing based on the scam rating task (n = 260). Those who did not identify a video as
a scam were either unsure or thought the video was legitimate. We use red and orange to indicate the most dangerous actions.

reliable online source about the website (NOT the comments
which can be fake).”

For participants who recommended exiting the video or
website, the necessity of doing tasks in order to get a reward
was the most common feature brought up by participants, with
users typically finding these suspicious or not worth the effort.
41.9% of users who recommended that their friend exit the
video after viewing the scam video and 31.4% of those who
recommended that their friend exit the website after viewing
the video of someone visiting the website pointed to the
presence of tasks. For example, one teenage participant wrote,
after viewing the second Spotify scam, “...having to complete
untrustworthy offers seems suspicious.” Upon viewing the web
video, they added, “Completing online offers most likely never
gives you what you want.”

Users who mentioned the tasks in their responses did not
necessarily realize that the videos they saw were scams. 16.9%
of the participants who recommended exiting the video and
8.4% of participants who recommended exiting the website
were coded as thinking that following the provided instruc-
tions would not be worth the effort. For example, one adult
participant who saw the second Roblox scam wrote, “...it is
too much hassle for what little bit you get. I’m sure they’re
getting plenty from you for signing up. Not worth it.”

Users reasoning about tasks went beyond just the fear that
they would not be compensated or feeling that the compen-
sation was not worth the effort. Some participants (13.2%
who recommended exiting the video and 11.5% of those who
recommended exiting the website) objected to the need to
provide personal information to complete tasks. For example,
one adult participant who saw the first Spotify scam video
wrote, “If you have to enter or complete other things that you
have to input you[r] information I don[’]t trust [it].” Some par-

ticipants pointed to specific security or privacy risks associated
with performing the tasks. For example, one teen participant
who saw the first Roblox scam video wrote, “Because it
says ‘Download apps’ it’s obviously a scam. Everyone with
slight common sense should know that downloading random
apps and opening links can give you a virus.” 6.6% of those
who recommended exiting the video and 11% of those who
recommended exiting the website were coded as mentioning
a security or privacy risk.

Participants often based their decisions on less direct indi-
cators of deception. For example, the second most common
feature that participants pointed to was the presenter of the
scam video. 22.8% of those who recommended that their
friend exit the video mentioned the presenter. The first Spotify
scam video, which was one of the easiest to recognize as a
scam, is presented by a man in a mask with a concealed voice.
Many users found this suspicious; 46.2% of participants who
saw this video mentioned the presenter in their justification for
their recommended action. One adult participant wrote, “I bet
the reason he is dressed like that is... because what he is doing
is illegal....” Videos with computer-generated voices rather
than real human voices were also viewed as suspicious. One
adult participant who viewed the third Spotify scam wrote,
“This looks like a scam.” They pointed specifically to the
fact that it featured an “AI voice over instead of a human”
as unconvincing.

The aesthetic quality of the website was another important
influence on users’ decision-making. 30.4% of those who
said that their friend should exit the website pointed to some
aesthetic feature. Roblox Scam 3, which was one of the easiest
to recognize as a scam, was hosted on a website that was filled
with ads that were made to look like download links. 60.4%
of participants who saw the video of this website mentioned
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its poor quality. For example, one adult participant explained
their decision to exit the website by stating, “The website is
very messy and littered with cheap, scammy ads.” A focus
on aesthetic elements can be useful in identifying the most
obvious scams, but may not protect users from more polished
schemes.

People who fell for the scam (i.e., those who stated that their
friend should follow the instructions/register for the scam web-
site) often did not provide specific reasoning beyond the fact
that they believed the video. For example, one teen participant
who recommenced that their friend follow the instructions in
the Roblox Scam 3 wrote, “...if they want their Robux they
should do that.” Some participants emphasized that simple
instructions were provided. For example, one adult participant
who recommended that their friend follow the instructions in
Spotify Scam 3 explained their answer by stating, “The steps
are easy to follow.” Similarly, a participant who recommended
that their friend follow the instructions from the Roblox Scam
2 explained their answer by pointing to the fact that it gave
“simple instructions, [and] offer[ed] help.”

Users’ reactions to the legitimate videos may suggest that
they were more paranoid than they would be during normal
browsing. Only 52% said the legitimate video they saw was
probably or definitely legitimate, 12% were unsure, and 36%
said it was probably or definitely fraudulent. As with the scam
stimuli, participants’ ratings varied significantly based on the
video they saw (p = 0.013, Cramer’s V = 0.295). 72.2%
participants who saw the most convincing legitimate video
(the first Roblox video) identified it as legitimate, while only
37.8% of those who saw the least convincing legitimate video
(the second Spotify video) were convinced. Lower accuracy
in identifying legitimate stimuli as compared to fraudulent
stimuli has been noted in other studies, such as Lastdrager
et al.’s [49] study of phishing training for children.

Figure 3 shows what actions participants recommended
based on the legitimate stimuli they saw. There was less
difference between the conditions based on the legitimate web
stimuli, with only the rate of participants suggesting that their
friend should register for the website varying significantly
based on the condition (p < 0.005, Cramer’s V = 0.277). This
result is unsurprising, as all participants who saw the Roblox
stimuli saw the same web video (i.e., the Microsoft rewards
website). The first and second Spotify web stimuli showed the
same Spotify free trial website.

Participants’ reasoning about the legitimate stimuli was less
related to security fears. For example, the most common
feature pointed to by people who recommended that their
friend exit the video was that the video presented a trial offer
and would not be free once the trial period ended. 18.6% of
participants who recommended exiting the video mentioned
the trial. For example, an adult participant who recommended
that his friend exit the third legitimate Spotify video wrote,
“...the video is somewhat misleading and is just showing him
how to sign up for a free trial, rather than showing ways to
get Spotify premium for free.”

For those who believed the legitimate stimuli were present-
ing a scam, the inability to see URLs was often a factor.
Users (reasonably) feared they could be directed to a phishing
scheme. For example, a teen participant who saw the second
legitimate Spotify video wrote, “...I would avoid going to a
direct link provided in a video like this as there are a number of
ways it could be malware or a phishing scam.” Presumably, if
the participants could see that the link led to the actual Spotify
website, they would not have thought that they were being led
to a scam.

Users generally showed a bias towards legitimate stimuli
during the search result selection task. For the Roblox stimuli
(p < 0.001, η2Q = 0.104), the most frequently selected results
were the first and second legitimate videos, which both were
selected by 37.4% of participants. The least selected thumbnail
was the first scam thumbnail, which was only selected by
7.2%. 64.0% of participants selected at least one legitimate
search result, while only 38.1% of participants selected at least
one scam search result. For the Spotify stimuli (p < 0.001,
η2Q = 0.0814), the most selected thumbnail was the first legiti-
mate search result, which was picked by 36.7% of participants.
The least selected thumbnail was the third clickbait thumbnail,
which was picked by only 6.7% of participants. 57.3% of
participants selected at least one legitimate search result, while
only 41.3% of participants selected at least one scam search
result.

It is unclear why participants gravitated toward selecting
legitimate search results. When asked which features of the
thumbnail they considered, participants most often indicated
the video’s title (64.5%), the thumbnail image (61.7%) and
the number of views (30%). The open-ended questions pro-
vided little additional information on users’ selections, with
participants often just reiterating which parts of the image they
looked at. The most common form of reasoning was vague,
with users expressing that they found some thumbnails more
reasonable than others. For example, one participant who se-
lected the first legitimate Spotify search result and the second
Spotify scam search result wrote, “I wanted information that
didn’t look shady or underhanded.” For the Roblox search
results, some participants seemed to recognize the creators
of the legitimate videos. For example, one participant who
only selected the first legitimate thumbnail wrote, “The guy
in the video is popular in gaming.” The legitimate stimuli
generally had a greater number of views as compared to the
scam stimuli, which may have guided participants’ selections.

C. RQ2: Differences in teenager and adult behavior

We noted several significant differences between adult and
teenage participants. However, none suggested that teens were
more susceptible to the scams.

Teen participants were not significantly better or worse
at identifying scams or legitimate stimuli. They also did
not behave differently during the search results selection
task. During the video review task, they were significantly
more likely to indicate that their friend should report scam
videos than adults (21.2% of teen participants vs. 4.4% of
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Fig. 3: Participants’ recommended actions in response to the legitimate stimuli. An asterisk in the legend indicates that the rate
of recommending this action differed between conditions. The legitimate conditions are ordered along the y-axis from most to
least convincing based on the scam rating task (n = 260). We use the same colors for actions as we did in Figure 2, but here
all actions are safe.

adult participants; p < 0.001, Cramer’s V = 0.250). Teen
participants who recommended reporting the video seemed
to have a desire to protect others. For example, one teen
participant who indicated that their friend should report the
second Roblox scam video explained that they wanted “to
lessen the percentage of people to see and fall for it.” Similarly,
a teen participant who recommended that their friend report
the first Spotify scam video wrote, “They should do this to
help others from making bad decisions....”

Very few participants addressed why they did not report a
scam video, so it is difficult to draw conclusions about their
motivation for not reporting. One possible explanation for the
difference in reporting between teens and adults is that adult
participants may be more jaded about the result of reporting
videos. An adult participant who saw the second Spotify scam
wrote, “...I wouldn’t bother reporting it because I feel actions
like that are fighting an uphill battle that have little or no
effect.”

Teen participants were also significantly more likely to
recommend that their friend ask for help in response to the
legitimate website (p = 0.025, Cramer’s V = 0.192). In
reasoning why they think their friend should ask for help,
teens often pointed to the fact that personal information or
a credit card was required. For example, one teen participant
who saw the second legitimate Roblox video justified asking
for help by saying, “make sure you dont give any information
without an adult.” Similarly, a teen participant who saw the
third legitimate Spotify video wrote, “They may not have a
card and [the website] might need to be fact checked.”

Concerningly, teen participants were significantly more
likely to report previous experience searching for one of
the phrases we used to find scams, “free Roblox robux,” or
something similar (p < 0.001, Cramer’s V = 0.385). 38.6% of

teens vs. 6.3% of adults reported previously searching for the
term. This is at least partially, if not wholly explained by teens
having more exposure to Roblox than adults (see section V-A).
Searching for free Robux was more strongly associated with
the number of times a person played Roblox (8.3% of par-
ticipants who played Roblox two times or fewer vs 43.8% of
participants who played Roblox three or more times reported
searching for free Robux at least once; p < 0.001, θ = 0.545)
and whether or not participants had purchased Robux before
(43.3% of those who had purchased Robux vs. 9.1% who had
not purchased Robux had previously searched for free Robux;
p < 0.001, Cramer’s V = 0.356). There was no significant
relationship between any tested independent variable and past
searching for “free Spotify premium” or something similar.
20.7% of participants who saw Spotify stimuli reported pre-
viously searching for free Spotify Premium.

As a result of searching for these terms, some participants
shared that they saw similar results to those in the survey.
For example, one adult participant shared that searching for
free Spotify Premium “...showed me a bunch of websites that
contained verification steps which never worked in giving me
access.” Similarly, a teen participant wrote that they found
“Another... scammy website that make[s] you do surveys or
download apps” after searching for free Roblox Robux. Some
participants, especially in the Spotify condition, found genuine
offers. For example, one adult participant shared, “I used
the 3 month free trial from Paypal.” Overall, there were 33
participants who reported negative experiences, 10 neutral or
unclear experiences, and 8 positive experiences using similar
search terms.

In addition to describing past experiences when explicitly
asked, some participants’ explanations for recommended ac-
tions reflected some level of prior experience with these scams.
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For example, one adult who recommended exiting out of the
third Roblox scam video said the video was “Definitely one
of those generators where you do tasks, like watching ads
or filling out a form, to get your Robux that never works.”
Participants’ prior experience also influenced their response to
the legitimate videos. One teen user who recommended that
their friend visit Microsoft Rewards after viewing the third
legitimate Roblox video explained , “...i have actually done
this. they give free points towards free robux.” Participants’ ex-
perience could also be misleading. Some participants believed
the scam websites were real crowdworking websites. One adult
participant who recommended that their friend follow all of
the instructions on the second Roblox scam website justified
the answer by writing, “Obviously I also use survey sites for
extra income.” Overall, 14.1% of participants referenced their
prior knowledge in some way in their responses.

D. RQ3: Other factors impacting scam victimization

Women were less likely to correctly identify scam videos
(92.8% of men vs. 75.8% of women correctly identified scam
videos; p < 0.004, Cramer’s V = 0.223), but were not
significantly better or worse at correctly identifying legitimate
videos. They also did not behave significantly differently in
any of the tasks. This could partially result from women having
lower confidence in their answers, as almost half (44.8%) of
the women who failed to identify the scam video selected
“I’m not sure.” Women were also more likely than men
to select “I’m not sure” when rating the legitimate stimuli;
however, this difference was not significant. Prior studies have
observed that men will show higher confidence in responses
than women [72].

Participants who reported more daily time on digital en-
tertainment activities were more likely to correctly identify
scams (90.0% of participants reporting more than 4 hours
vs. 77.3% of people reporting less than 4 hours correctly
identified scams; p < 0.004, θ = 0.322), but were not
significantly better or worse at identifying legitimate stimuli.
This result may be confounded by the fact that women reported
significantly less daily time on digital entertainment activities
(56.3% of women vs 38.5% of men reported four hours of
digital entertainment per day or less; p = 0.016, θ = 0.200).
This effect remains weakly significant when looking at women
alone (puncorrected < 0.006, θ = 0.181), but not men alone.

We found some statistically significant relationships be-
tween the tested independent variables and the probability of
selecting particular search results, but there were no factors
that were consistently associated with users picking search
results. The number of times the participant had previously
played Roblox was most frequently associated with search
result selection. Users who had played Roblox more frequently
were significantly more likely to indicate that they would not
recommend that their friend pick any of the search results
(17% of those who played Roblox five times or less vs. 45.5%
of those who played Roblox more than five times selected no
thumbnails; p < 0.05, θ = 0.294). These participants may
have a greater understanding of the risk of this search term, due

to their greater experience searching for “free Roblox Robux”
or something similar.

We noted several relationships that are likely spurious.
Participants who reported more experience doing online tasks
for money were less likely to indicate that they would report
the scam video (p = 0.015, θ = 0.338) or the legitimate
video (p = 0.022, θ = 0.448). They were also less likely
to report searching for “free Roblox Robux” or something
similar (p < 0.001, θ = 0.520). As discussed in section V-A,
teens were much less likely to have prior experience with
online tasks. When looking at teenagers or adults alone,
these relationships cease to be significant in either sample.
Participants who reported more weekly time playing video
games on a computer or game console were more likely to
correctly identify scam stimuli (p = 0.022, θ = 0.275). Men
reported significantly more weekly time spent playing video
games on a computer or console than women (p < 0.001,
θ = 0.419), and the rate of successfully identifying scams
does not vary with time spent playing console or computer
video games when looking at men or women alone.

VI. DISCUSSION

In this section, we summarize the key results from our
experiment and discuss how these results compare to other
studies with different types of internet fraud. We then pro-
vide recommendations for how to reduce giveaway scams on
YouTube and other similar platforms.

A. Overview of key takeaways

We found that most participants were able to recognize that
the YouTube giveaway scams were fraudulent, with only 9.2%
of participants indicating that they believed the scam they saw
was legitimate (RQ1). While most participants came to this
conclusion based on the necessity to do tasks, others used
potentially unreliable heuristics, such as checking YouTube
comments or focusing on aesthetic elements of the scam
website. Prior studies on phishing have also observed that
users may place too much weight on the perceived aesthetic
quality of fraud messages and the presence of elements like
company logos [9], [61], [62]. This type of reasoning is
inherently subjective and may lead users to trust polished
scams and distrust poorly crafted but genuine communications.

We also found no significant difference in scam victimiza-
tion between adults and teens. Teens were more interested in
both of the topics we investigated and more likely to have
previously searched for “free Roblox Robux,” (RQ2). These
results suggest that, while minor teenagers are not necessarily
worse at scam identification than adults, their greater interest
in the topic may lead them to more often encounter and be
victimized by giveaway scams. We noted no significant dif-
ferences in behavior due to other demographic or experiential
factors, although women were slightly less likely to correctly
identify scams (RQ3). As discussed in section V-D, this seems
more attributable to lower expressed confidence than a lower
ability to identify scams among women.
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As the requirement to complete tasks was the most salient
aspect of the scam stimuli, these results are likely most
applicable to other giveaway scams that involve tasks.

B. Recommendations to reduce victimization

Where possible, it is important to prevent users from
encountering fraud in the first place. AI methods are often
employed to detect specific types of fraud, such as phishing
messages [17], in order to block them before they reach a user.
YouTube already employs machine-learning-based screening
methods to identify and block content that violates their com-
munity guidelines [90]. It may be possible to tune these tools
to better identify giveaway scam content; however, fraudsters
will continually adapt their scams to avoid moderation. One
simple approach to prevent users from encountering giveaway
scams on YouTube and other video-sharing platforms would
be to intentionally block search terms associated with victim-
ization. Some platforms have already employed this approach.
Users on TikTok, for example, are blocked from searching
for “free Roblox Robux” or “free Robux.” Inputting either
term into the platform leads to an empty results page that
states, “This phrase may be associated with behavior or content
that violates our guidelines.” This approach is heavy-handed,
possibly resulting in some legitimate content being less easily
found by users. Moreover, it is impossible to foresee all the
potential terms that scammers may use to defraud users. Still,
this may be effective for the most commonly abused search
terms.

Education can be highly effective at reducing fraud vic-
timization, especially when embedded within fraud mes-
sages [76]. While videos that are definitely identified as
scams should be removed, YouTube and other video-sharing
platforms could add warnings about scams to videos that
appear to be ways of earning free goods. YouTube already
uses a similar approach to counter misinformation. YouTube
automatically adds links to Wikipedia articles to contextualize
videos that speak about topics that are prone to misinformation
(e.g., vaccines, the moon landing, etc.) [38]. Future work
should evaluate how effective these types of interventions are
at reducing giveaway scam victimization.

The difference in propensity to report between adults and
teens may suggest an opportunity to promote reporting through
platform design. Increasing reporting of giveaway scams could
allow YouTube to find and eliminate those that are not auto-
matically screened more quickly. For example, YouTube could
add “gamified” [27] elements to reward successful reporting,
such as giving users a profile badge for submitting a certain
number of valid reports. Any feature to promote reporting must
be tested to ensure that it does not lead to an increase in false
reports.

Looking beyond YouTube, many giveaway scams depend
on cost-per-action (CPA) advertising networks that provide
scammers with compensation in exchange for having users
complete tasks. While CPA can be an ethical way to mon-
etize content, many networks turn a blind eye to fraud or
even actively aid scammers. For example, in 2023, WIRED

reported that the network CPABuild provided templates for
scams [15]. Similarly, the blog of OGAds6, another CPA
network frequently used by scammers, features advice on how
to avoid YouTube take-downs [60]. Eliminating these services
is challenging, as they are generally run anonymously and can
easily change names. CPABuild reincorporated as AdBlue-
Media7 following the scrutiny they received from WIRED’s
reporting [15]. Still, pressure should be placed on Cloud-
flare, Amazon Web Services, and other critical infrastructure
providers to deplatform these services in order to eliminate
scammers’ ability to monetize giveaway scams.

VII. CONCLUSION

We conducted an online experiment evaluating the factors
that impact adult and teen users’ susceptibility to giveaway
scams on YouTube. We began by exploring the landscape of
these giveaway scams by analyzing a dataset from 2020-2021,
estimating that there are at least 1,199 of these scams available
for Roblox Robux alone. We also searched organically to find
examples of giveaway scams for obtaining free Roblox Robux
and free Spotify Premium for our online experiment. We found
that most participants recognized the fraudulent nature of these
scams, with only 9.2% of participants identifying them as
legitimate. Teens were not more likely to fall for the scams
but showed a higher level of familiarity with search terms that
could lead to victimization and were more likely to suggest
reporting scam videos.
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APPENDIX A
ARTIFACT APPENDIX

A. Description & Requirements

This artifact provides the materials necessary to replicate the
behavioral experiment presented in this paper. It also provides
the data we collected in the experiment and the analysis code
used to obtain statistical results. The artifact is composed of
the following parts:

1) Survey instruments: The survey instruments used to
conduct the study, including the informed consent forms,
main experiment survey, and teen compensation survey.

2) Media: the pictures and videos presented to participants
during the study.

3) Data: the data obtained from the experiment and meta-
data explaining the meaning of each field.

4) Recruitment materials: the flier sent to parents of
teenage participants and the advertisement posted on
Prolific to recruit adult participants.

5) Analysis code: the analysis script used to perform sta-
tistical testing for the experiment. The analysis script is
distributed in the form of an R notebook, with explana-
tions provided alongside the code.

6) README: a file explaining the file structure of the
artifact.
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1) How to access: The artifact is available on Zendodo8

and Github9

2) Hardware dependencies: None
3) Software dependencies: Analysis was performed us-

ing R version 4.3.3. However, it is not expected that the
version of R will affect the results. The analysis script is
distributed in the form of an R Markdown (.Rmd) file, re-
quiring RStudio10 to view and run. Data is stored in Excel
format (.xlsx), which requires Microsoft Excel or compat-
ible spreadsheet software to view. The survey is in Mi-
crosoft Word format (.docx), which requires Microsoft Word
or compatible document editing software to view. Media
is distributed as PNG files for images and MP4 files for
videos. Finally, the following readily available R packages are
used in the analysis script: RVAideMemoire,11 dplyr,12

rstatix,13 readxl,14 rcompanion,15 DescTools16

and stringr.17

B. Artifact Installation & Configuration

After installing the dependencies above, no additional
configuration steps are necessary to run the analysis script
on Windows systems. On non-Windows systems, the for-
mat of the path to the data file may need to be
changed (i.e., on UNIX systems, the correct relative path is
data/df_analysis.xlsx). The variable data_path in
line 41 of analysis.Rmd should be updated accordingly.

8https://doi.org/10.5281/zenodo.13910629
9https://github.com/elijahbs/The-Kids-Are-All-Right
10https://posit.co/download/rstudio-desktop/
11https://cran.r-project.org/web/packages/RVAideMemoire/index.html
12https://cran.r-project.org/web/packages/dplyr/index.html
13https://cran.r-project.org/web/packages/rstatix/index.html
14https://cran.r-project.org/web/packages/readxl/index.html
15https://cran.r-project.org/web/packages/rcompanion/index.html
16https://cran.r-project.org/web/packages/DescTools/index.html
17https://cran.r-project.org/web/packages/stringr/index.html
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