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Abstract—Boards are increasingly required to oversee the
cybersecurity risks of their organizations. To make informed
decisions, board members have to rely on the information given
to them, which could come from their Chief Information Security
Officers (CISOs), the reports of executives, audits, and regula-
tions. However, little is known about how boards decide after
receiving such information and how their relationship with other
stakeholders shapes those decisions. Here, we present the results
of an in-depth interview study with n = 18 C-level managers,
board members, CISOs, and C-level consultants of some of the
largest UK-based companies. Our findings suggest that a power
imbalance exists: board members will often not ask the right
questions to executives and CISOs since they fear being exposed
as IT novices. This ultimately makes boards highly dependent on
those providing them with cybersecurity information, leading to
losing their oversight function. Furthermore, cybersecurity risk
is abstracted to budget decisions with no further involvement
in cybersecurity strategies through boards. We discuss possible
ways to strengthen boards’ oversight functions, such as releasing
industry benchmarks through public cyber agencies or imple-
menting support structures within the company - such as standing
(cybersecurity) risk and audit committees.

I. INTRODUCTION

Most organizations today rely on digital assets and infras-
tructure. But the technology organizations rely on is vulner-
able. Attackers have found many ways of attacking organi-
zations: whether it is intellectual property theft – which FBI
Director Christopher Wray called the largest wealth transfer in
history1 – social engineering to trick employees into transfer-
ring large sums of money to the wrong accounts, or extorting
money via ransomware [1]. For many years, security experts
have demanded that organizational leaders – and specifically
boards – pay more attention to digital risks [2], [3], [4], and
invest more to reduce vulnerabilities or make it harder to
exploit them. However, since the number of incidents and
losses keeps increasing [5], [6], many organizations are still
not doing enough or doing it wrong.

In the Western hemisphere, governmental and non-
governmental agencies have created laws and regulations to

1https://www.forbes.com/sites/russellflannery/2020/07/07/china-theft-
of-us-information-ip-one-of-largest-wealth-transfers-in-history-fbi-chief/,
accessed February 4, 2025

encourage organizational leaders to ensure at least a basic
level of protection, which has given rise to a whole industry
of auditing and certification around cybersecurity. While these
external drivers and actors can improve protection, there are
indications that company leaders remain largely detached from
cybersecurity decision-making, e. g., when Chief Information
Security Officers (CISOs) report numbers to the board that
they know have no value but are nevertheless demanded by
the board [2]: “If I go to the leadership and say we need time,
then I don’t get it, if I show the phishing simulation numbers,
then it works.”.

National technical authorities for cybersecurity, like the Na-
tional Cyber Security Centre (NCSC) in the United Kingdom,
explain to company leaders that “cybersecurity is so much
more than a compliance function or the implementation of
technical controls” [7]. This raises the question of why lead-
ership in many organizations still does not seem to understand
and/or manage the risks of the digital assets and infrastructure
they rely on (the cybersecurity risk) well enough.

At the top of any stock-traded company, the board of
directors – which is composed of executives and non-executive
directors (NEDs) in the UK – are tasked with overseeing all
risks of the company [8], including cybersecurity risks [9],
[10], [11]. To fulfill their tasks, they typically rely on reports,
e. g., from the Chief Financial Officer (CFO), who will report
any credit default. They then have to make strategic decisions
based on those reports. Regarding the relatively new form of
cybersecurity risks, it is unclear who presents the information,
what information is provided, what boards make of it, and what
decisions they can make. Some previous research with CISOs
hints at boards treating cybersecurity risks differently than
other existential risks: “[CISOs] perceive a lack of awareness
for security among the board members.” [2].

While a wide range of white papers with instructions for
boards from regulators and consultants are available, almost
no studies with board members exist. More particularly, no
one explicitly studied how boards perceive and handle cyber-
security risk within the largest companies – one reason being
that top-level leaders of large companies are notoriously hard
to recruit for researchers. Consequently, it is not understood
whether cybersecurity risk is handled as outsiders would expect
and whether it is dealt with appropriately.
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We therefore formulate the following research questions

Q1: How does cybersecurity risk decision-making of
boards work? We want to understand the informa-
tion flow toward the board, the type and content of
their decisions, and how they are executed.

Q2: How do other stakeholders influence those deci-
sions? We want to understand how CISOs, executives,
regulators, investors, and others influence cybersecu-
rity risk decision-making.

Method: We performed a qualitative, in-depth interview
study with n = 18 UK-based top-level leaders (6 executives,
4 NEDs, 5 CISOs, 3 C-level consultants) from some of the
largest organizations, with tens to hundreds of thousands of
employees and multi-billion pounds in turnovers. Through the
interviews, we got deep insights from different angles – with 9
participants sitting on boards and 8 working with and reporting
to boards. We asked questions about the historical development
of cybersecurity risk at boards, the concrete structures to han-
dle cybersecurity risks, their challenges, expertise, perceptions,
and how stakeholder relationships shape the board’s work.

Findings: We find that CISOs and executives aim to
talk the language of risk with the board, equivalent to other
business risks. But without NEDs understanding such cyber-
security risks and CISOs struggling to translate cybersecurity
risks into more general risk comparisons to other business
risks, no common ground for conversations on eye level can
be established – which would be crucial for an informed
security strategy. While boards need to have oversight about
all risks and are ultimately responsible for failed risk controls,
their decisions are, in most cases, exclusively built around
budget decisions and investments: NEDs are satisfied as long
as executives and CISOs tell them that they invest enough.
Boards lack measurements to verify whether the cybersecurity
risk is accounted for appropriately beyond general audits and
subsequent reports.

Contributions: (I) To the best of our knowledge, we
are the first to study the in-depth perspective on cybersecurity
risk from top-level leaders from some of Europe’s largest
companies. (II) We explore how the concept of risk is used as a
way to communicate about cybersecurity at the highest levels,
but also why this language of risk has limits in establishing
a common ground for communication between boards and
CISOs. (III) We show that the CISOs are the ones in power –
due to some NEDs being afraid to get exposed when asking
technical questions –, leading to a loss of the oversight function
of boards. (IV) We show that even though the concept of risk
management is well embedded in such large organizations,
the transfer of already existing risk management concepts to
cybersecurity risks is lacking.

II. BACKGROUND & RELATED WORK

Here we provide background information (Section II-A)
and related work (Section II-C) about boards of directors and
how they (should) manage cybersecurity risks (Section II-B),
as well as the role of CISOs within organizations (Sec-
tion II-D).

A. Boards

Large companies’ management – especially stock com-
panies – is organized differently worldwide, even within the
economically harmonized Western world. It is common to split
day-to-day business and the oversight between bodies. In the
UK, where we conducted our study, the board of directors has
an oversight role. It typically consists of some of the com-
pany’s executives (like the CEO, CFO, or Chief Information
Officer - CIO) and additional non-executives (NEDs). While
the executives work full-time on the daily operations, the NEDs
will come together to board sessions a few times annually
to perform their oversight role. In contrast to this, e. g., in
Germany and Austria, the board of directors solely consists of
NEDs. Georg et al. [12] noted that it is pretty important to
explicitly distinguish those board models when one performs
cybersecurity research. When we speak of boards in this paper,
we always refer to the board of directors, and sometimes we
directly make statements about NEDs, excluding executives
that are also part of the board.

B. Boards & Risk

Managing corporate risks is a governance issue that is
“squarely within the oversight responsibility of the board” [13].
Opitz [14] is thus calling for making cybersecurity “a topic
on the agenda of each board meeting” and also “treating
cybersecurity like any other business risk.” The majority of
NEDs in the US believe that cybersecurity risk is the most
challenging risk they have to oversee [11]. The existing and
monitored non-cybersecurity risks often pass through a Risk
and Audit Committee before reaching the board. According to
Lankton et al. [15], cybersecurity is currently underrepresented
and poorly understood at such committees. Heroux et al. [16]
found that boards can best work with cybersecurity risks when
installing a specific subcommittee to those tasks. Higgs et
al. [17] found similar for technology committees, while others
found that companies often lack those [18], [19]. In theory,
boards should set the right risk appetite [20] for their orga-
nizations: an abstract concept that describes how investment
should be balanced with risks. The directors’ handbook on
cyber-risk oversight is a regularly updated body of knowledge
that should guide boards in this manner [21]. The first chapter
acknowledges CISOs as an important entity within a company
that has to manage “vast numbers of operational, reputational,
and monetary risks.” Further, this handbook gives examples
of what boards should ask a CISO. While some of these
questions circle investments and budgeting, they also suggest
more interactive engagements outside the boardroom, such as
accompanying the CISO. At the same time, they assess threats
or conduct “exercises to test the effectiveness of cybersecurity
controls.”

Previous studies suggest that boards still lack IT exper-
tise [22], [23]. In 2017, Bonime-Blanc [24] laid out how a
successful cybersecurity risk strategy for boards could work
and especially stressed that board members would “need to
ask the right questions” and again that subcommittees for
cybersecurity would be key. Vincent et al. suggested the
same [25].
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C. Security Research With Top-Level Leaders

Most research on the board members’ relationships with
cybersecurity is based on publicly available company infor-
mation [26], [27] rather than on direct (interview & survey)
studies with and about the subjects. We do not consider the
studies by consulting companies who regularly claim to study
boards’ perspectives on cybersecurity [28] as sound research
in this context. While consultants bring additional perspectives
and expertise, they also have their business interests, and
the methodologies and data from which their recommenda-
tions are derived are undisclosed in their publications. Gale
et al. [29] conducted one of the few academic interview
studies. They interviewed 18 participants (solely consisting
of NEDs) on their perception of cybersecurity duties. The
researchers concluded that NEDs showed insufficient com-
mitment to cybersecurity. In 2007, McFadzean et al. [30]
interviewed 43 executives and found that their engagement
with cybersecurity risk varied heavily between organizations.
Wallace et al. [31] interviewed a small sample of 7 C-
level executives and IT consultants to understand concerns
and influences of adoption decisions for cybersecurity. They
evaluated the Technology Organization Environment (TOE)
Framework and concluded that it was “useful but insufficient
for examining cybersecurity adoption decisions” and should
be extended. Abraham et al. [32] interviewed 45 leaders from
US-based healthcare organizations, including board members
and executives, on how they managed cybersecurity risk. They
concluded that boards were aware that they were currently just
muddling through, were longing for cost estimates associated
with cybersecurity risks, and that some executives aimed to
train NEDs on cybersecurity specifically. A non-representative
survey with 200 board directors [33], found that directors ex-
pected CEOs to handle cyber security and not a CISO, as their
role description would suggest. Through reviewing publicly
available data of board decisions from over 2,000 companies,
Klein et al. [27] found that the introduction of the GDPR –
as a major EU-located cybersecurity risk-related regulation –
attracted attention to cybersecurity risk topics and got them
onto board agendas. Reviewing companies’ annual financial
reports, Smaili et al. [26] found that “Independent members of
the board, acting as a governance and oversight mechanism,
significantly increased the disclosure of cybersecurity risks
in the company’s financial statements”. Investigating public
data from 208 tabletop game sessions (44 of which included
board members), Shreeve et al. [34] did not find significant
differences in decision-making performance by comparing
players’ backgrounds and team diversity. In contrast, Radu et
al. [35] studied board decisions of 60 companies to disclose
cybersecurity risk reports and breaches and found that those
with more female members disclosed more. The same was
found by Mazumder et al. [36].

D. CISOs

Chief Information Security Officer (CISO) is a diverse
term for the head of cybersecurity at an organization. Still,
depending on the organization’s size, this can mean anything
from a lone wolf in the IT department to an executive team
member with hundreds of professionals reporting to them [37],
[38], [32]. In our participants’ organizations, all CISOs lead
larger teams and directly report to the board or an executive.
CISOs often face difficulties in gaining credibility within their

organization due to, among other things, their unclear role,
identity, and their perceived lack of power [3]. The role
of CISOs shifted from being technical, IT-heavy [39], [40],
[41], [42], to more of a leadership and governance oversight
role [39], [40], [41], [42], [43], [44], [45], [46], [47]. A
significant number of researchers tried to identify how CISOs
should position themselves in their organizations, how they
(should) collaborate with employees and management and
what challenges CISOs still face when they try to integrate
them into normal business processes [2], [41], [48], [49], [50],
[51], [52], [53], [54], [55], [56], [57], [58], [59], [60]. The
majority of research concludes that CISOs sit between the
chairs and have trouble to be understood by other stakeholders.

III. METHODOLOGY

We aimed to understand how boards (executives and NEDs)
perceive cybersecurity risk issues and their experience in man-
aging them. We performed interviews with n = 18 participants
holding either top-level positions (executives, NEDs, C-level
consultants) or leading cybersecurity (the CISOs) in large UK-
based enterprises, meaning they all had decades of experience.
Five researchers (R1-R5) were involved in the study that took
place in the first six months of 2021. The delay in submitting
the results for publication is due to labor-intensive transcription
and redaction, plus multiple stages of reviews by participants’
organizations. Figure 1 summarizes our methodology.

A. Instrument Development

The interview guide was developed by three researchers
(R3-R5) in multiple stages. The starting point for the project
was a concern by cybersecurity professionals – including those
in relevant UK government agencies – that boards were not
doing enough to understand and manage the cybersecurity risks
their organizations faced. Therefore, we started with questions
exploring interviewees’ perceptions of cybersecurity risks the
organization faced and how it handled them. We explored
those with two key members of the Advisory Board to our
research project (a former CIO in a large global enterprise
who had held multiple NED appointments and was regarded
as particularly cyber-savvy in corporate and government circles
and an active CISO of a global technology company with 20+
years experience). They put us in touch with six experienced
participants who were willing to be interviewed informally (not
recorded) to help with problem exploration and scoping; from
their input emerged (I) different models of board decision-
making, (II) different lines of reporting, roles, and structures,
and (III) how information on cybersecurity presented to the
board is collected and prepared. R3 conducted these interviews
(with a CISO, a NED, two senior risk managers, the leader
of a body of auditors, and a leading government expert on
cybercrime) and took detailed notes. Topics covered all aspects
of NEDs’ and executives’ roles in security decisions and
their relation to CISOs. Those notes were shared with the
research team and guided the development of the interview
guides through three sessions of reviews and discussions. See
Appendix A for the complete interview guides. The interviews
covered the topics of (I) board structure and relationship,
(II) security decision-making, and (III) security metrics and
communication.
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Exploratory Interviews
CISOs, NEDs, Consultants

n=6, 
by Researcher 3 (R3)

Refinment
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Recruting 
C-Level managers, NEDs,
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Snowballing

Semi-strucutred in-depth
interviews

n=18
by R3, R4

Inductive & Deductive
Qualitative coding

by R1, R2

Derivation of Key Topics
and Learnings 
by R1, R2, R3

Fig. 1. Our methodology.

B. Recruitment

NEDs and executives of large organizations are notoriously
busy, so getting them to find time for interviews is a challenge;
additionally, there is always a concern that discussing security
in their organization might reveal sensitive information. We
obtained our initial contacts through NEDs and CISOs serving
on the Advisory Board of a research program co-funded by
the UK technical agency for cyber security (NCSC), created
to foster research collaboration between academic security
researchers and the industry. The Advisory Board members
introduced us to current colleagues, former colleagues, and
collaborators. Their standing in the community and the asso-
ciation with the co-founder created an understanding that the
researchers could be trusted to conduct the interviews and use
the information they revealed responsibly. Since the research
focused on boards and board members, our participants all
work with large organizations (tens or hundreds of thousands
of employees and turnovers in billion pounds). The initial
interviewees drew on their network of contacts and introduced
us to further board members or CISOs who dealt directly with
boards, which they considered to have significant experience
and good insight into how cybersecurity risk was handled at the
highest level (snowballing). This process of building rapport
and gaining access to this population took us around 7 months.
Due to the ongoing COVID pandemic, our participants were
engaged in crisis management in their organizations, and about
1/3 of the proposed contacts did not respond or declined.

C. Conducting the Interviews

The interviews were conducted via an online conference
tool approved by the IRB and the Data Protection Officer
of the research organization. The interview guide was shared
with participants in advance. R3 conducted the interviews and
asked the majority of questions, trying to cover all areas of the
interview guide while letting the interviewees determine the
order in which areas were tackled. R4 dealt with the technical
side of the conference tool and recording and asked questions
towards the end of the interview that had been missed. A pro-
fessional high-end transcription service, a vetted and approved
vendor of the research organization, transcribed the interviews.
We followed an already established protocol for transferring
audio recordings and transcripts between the researchers and
vendors. We also provided additional instructions for redacting
identifying information: replacing organization names with an
industry sector label and any individual names with role labels.
R4 checked and further redacted potentially identifying or
otherwise sensitive information, and R3 conducted a further
check before passing the redacted transcripts to the intervie-
wees themselves or their support staff for checking (only three
further redactions were requested).

D. Data Analysis

We applied Kuckartz’s [61] process scheme of content-
structuring analysis – based on Braun & Clarke’s [62], [63]
theory of thematic analysis, where we used the ’codebook
style’ coding –, combining deductive and inductive coding
strategies and a category-based evaluation along main codes.
The coding was done with MaxQDA and happened in multiple
steps. It was carried out by R1 and R2 – both experienced
coders. With this, we increased the independence and objectiv-
ity of the coding since R1 and R2 were neither involved in the
instrument development nor the interviews. R3 participated in
the final step of deriving key learnings from the finished coding
in the final discussions. We reached saturation after coding the
first 15 interviews. The coding happened in multiple steps:

(I) R1 and R2 created distinctive deductive codebooks
based on the interview guide.

(II) R1 and R2 independently coded the same three inter-
views: deductive and inductive.

(III) The resulting codebooks were merged.

(IV) This was followed by joint coding of three further
interviews and codebook refinement.

(V) R1 coded all remaining 15 interviews.

(VI) This was followed by R1 proofreading and reworking
all 18 interview codings.

(VII) In a final step, R1 and R2 reviewed all 18 interviews in
multiple rounds of discussion until full agreement was
reached. Along with the discussions, multiple memos
were created that guided identifying patterns.

(VIII) R3 reviewed the coding and selected quotes to avoid
misinterpretation.

E. Ethics & Data Privacy

Our institutional review board approved the study. We
followed the principles of the Menlo Report of security re-
search [64] and identified the de-identification of the par-
ticipants as a significant risk we needed to address. All
participants received a consent form that informed them about
their rights (following the strict European GDPR that still
fully applied to the UK in 2021) and the approved third-party
transcription service. They were asked again to consent to be
interviewed and recorded at the beginning of the interviews
(and all 18 did). While recording the interviews, some par-
ticipants stated that they would like to say something off the
record. We removed those statements from the transcripts. Due
to the potentially sensitive information involved, we allowed
the participants to review the transcripts and ask for statements
to be amended or removed. While no participant did, the

4



final approval process delayed the start of our analysis signifi-
cantly. The audio files were deleted after transcription, and the
transcripts were anonymized. To prevent re-identification, we
report only limited demographic data. We did not compensate
the participants but instead offered to share our results and
recommendations prior to publication.

F. Limitations

Our study has a number of limitations: we studied the
perspective of a limited number of top-level leaders from large
organizations only. Those leaders might perceive the topic
of security differently than leaders of small- and medium-
sized enterprises – as previous studies indicate [65], [66].
Through our initial recruitment channel, the NCSC, we might
have a biased participant sample of NEDs and executives
who dedicate more thoughts on cybersecurity risks. However,
through snowballing, we also recruited participants unrelated
to the NCSC. We conducted our study in the UK. Here, boards
work differently than e. g., in Germany, where executives could
not be a member of the board. Hence, the same study method
might reveal different key topics in other companies and
business cultures. Our sample of n = 18 participants gave
us deep insights into boardroom cybersecurity risk decision-
making. They can, however, not be used for generalization.

IV. RESULTS

Here, we present our results, derived from the qualitative
coding and the subsequent analysis and discussions.

A. Demographics

All our participants worked in the UK. We interviewed
six C-level executives (abbreviated as EX), four NEDs, five
CISOs, and three consultants (abbreviated as CON). Some
of our participating NEDs previously worked as executives,
and some executives currently work as NEDs. When we refer
to a NED or executive, we refer to their current primary
role. Some statements of the participants nevertheless reflect
their experiences from different roles. Since boards in the UK
consist of both NEDs and executives, we interviewed 9 board
members – one executive did not attend their company’s board
meetings. To preserve the anonymity of our participants, we
only report key demographic data in an aggregated form in
Table I.

B. Cybersecurity Risk at the Board Room

All participants stated that cybersecurity risk was increas-
ingly brought up on board agendas, and no one was aware of
an organization where the board would not talk about it, no
matter how little the board members liked this topic. Based
on the experience of our participants, it was uncommon for
boards to make direct decisions regarding cybersecurity, e. g.,
“The board does not really make decisions. They look at what
we do and ask questions, but in the last two/three years I
have been here we never did something that was dictated by
the board.” – [CISO1]. Most participants (NED1,3,4; EX1,3-6;
CISO1-3) explained that simply setting the right level of budget
for cybersecurity would be the only (abstracted) decision
boards are involved in: “They want to know that I have got
enough investment, which they always ask me around, ’Are we

TABLE I. BACKGROUND INFORMATION OF THE PARTICIPANTS.

Gender # %
Male 16 89%
Female 2 11%
Job Title
Executive 6 33%
Non-Executive (NED) 4 22%
CISO 5 28%
Consultant 3 17%
Industry
Banking 5 28%
Telecommunication 4 22%
Logistics 3 17%
Consulting 3 17%
Energy 1 6%
Technology 1 6%
Public sector 1 6%
Number of Employees
Max 260,000 Average 88,900
Min 5,000 Median 94,000
Interview Duration [min]
Max 62 Average 48
Min 37 Median 49

giving you enough money?’.” – [CISO3]. CISO2 extends on
the guessing game of budgeting by reporting that they had to
ask for less budget: “I had to explain, ’ I need less money. I
need more of that [challenging] instead.’” – [CISO2].

1) Asking the Right Questions: Beyond investment deci-
sions, all participants saw the primary task of NEDs as asking
the right questions towards the executives, the CISO, or the
security team: “So, for me clearly the actual management
of securing the company and ensuring that there is a right
cybersecurity policy and everything else that goes around it,
is clearly the management’s responsibility, it’s not the boards.
[...] it’s very important that the board is able to ask the right
kind of questions about ensuring that the management has the
rigor in place as far as the cybersecurity is concerned.” –
[EX6]. Regarding what would be the right questions, the
majority of participants preferred questions around risk and
appropriate mitigation, e. g., “I think it is more about probing
on, (a) what the risks are, (b) how vulnerable the company is to
losing access to its IT, (c) what mitigations it has in response,
how often it practices, how it trains and how it recovers.” –
[NED2]. One of the few exceptions was EX6, who wanted to
hear technical questions from the board: “I’ve seen a lot of
boards the best question that you will get and I don’t mean to
be offensive is ’Have you had penetration testing?’ So that’s
the best question that you can get. Very rarely will you get
any question beyond that” – [EX6]. Preparing for crisis and
exercising emergency procedures was seen as the second big
task for boards (see Section IV-B2). Only EX6 and CISO4
wished for boards to have classical leadership roles, mainly to
enforce cybersecurity policies in the organization and support
the CISO’s efforts directly.

2) NEDs Shouldn’t Manage Crises: Boards primarily con-
sist of (former) executives. This can lead to the board wanting
to get involved in daily operational issues, which the execu-
tives might more efficiently solve without board involvement:
“Sometimes the executive committee and the CEO would
prefer the main board did not get too much involved in daily
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operational issues” – [CISO5]. Even more difficult would be
the tendency of board members to get involved in crises as
NED4 explained: “Quite wrongly when there is a disaster
or something has happened, they [the board members] do
like to get involved and take command and they’re the wrong
people to do that of course. They should be kept informed
but they shouldn’t be flying the plane.” – [NED4]. During such
crises, the board should focus on supporting the executives in
handling it: “The board’s role is to create time and space for
the executive to concentrate on the problem.” – [EX3]. EX3
even extends on the importance of the board backing their
executives by giving the following example before comparing
it to the data breach of TalkTalk in 2015 2 – an incident
NED1, 4, CON1, EX4, 6 brought up without being prompted:
“Understanding actually how important it is to protect the
executive from the politics [...] if it is a newsworthy crisis,
you know, you see the Chief executive being dragged off to
talk to Government or the News or whatever, when actually
his or her role should have been about actually managing the
incident.” – [EX3].

3) Information Provided to the Board: When it comes to
the type of information boards receive – or want to receive
– audit results, penetration tests, and crisis simulations were
described as the primary topics that should be brought to
the boards’ attention (CISO1,2,5; CON2,6; EX3,5; NED2):
“They [the board] are not involved in the direct exercise, but
they get the output from the exercise and are interested in
the outcome and the learnings from the exercise we run.” –
[EX5]. This was followed by benchmarks and comparisons
with other organizations (CISO1,2,3; EX1,6; NED1,2): “[...]
where are you in the industry type of figure, that the board
will love because they will see, ’Okay, we are right here in
maturity, and competitors are here’” – [CISO1]. Vulnerabilities
and (attempted) attacks were another topic for the board
(CISO2,3; EX1,4,6; NED2): “I know that in 2016 we saw
28 DDoS attacks on this firm of which we saw eight last year.
Yeah. And the board will have seen that data and may not
remember it but certainly, it will have been shared.” – [EX4].
The participants also mentioned incident reports or updates
on data breaches (CISO2; EX1; NED1), as well as changes
in maturity scores or KPIs (CISO2; EX1,4,5; NED4). Three
CISOs (CISO1,3,4) would like to share more technical security
details.

4) Partial Knowledge and Low Confidence: Some partic-
ipants (CISO4; EX6; NED3,4) pointed out that NEDs lack a
sufficient understanding of cybersecurity topics. Hence, they
would be too shy to ask questions since they do not want to
get embarrassed for their missing knowledge, e. g., “They’re
perhaps just sometimes scared, that it’s technology. I can’t
understand it, you know, it’s a dark art it’s a bunch of chaps
in hoodies” – [EX6]. Or “When you start talking about, you
know, you say cyber, you say climate, you say derivative, you
say tech, you say firewall, you say, a list of words that your
board members may not feel that they are experts in, and
suddenly there, I think there is a confidence issue.” – [NED3].
Such low confidence directly impacts the board’s ability to
assess cybersecurity risk correctly and put the proper controls
into place, as NED4 explained: “Boards don’t understand

2https://ico.org.uk/about-the-ico/media-centre/talktalk-cyber-attack-how-
the-ico-investigation-unfolded/, accessed February 4, 2025

technology or security and so you can probably get away
with an awful lot and you might say, ’Well, I didn’t have
the budget.’” – [NED4]. Some CISOs took matters into their
own hands. CISO3, for example, explained how they organized
security training for the board so that they would finally be able
to ask them appropriate questions: “They [the NEDs] needed to
be educated first before they could be challenging” – [CISO3].

5) Cyber NEDs: While some participants stated that it
would be good to have a dedicated NED with a cybersecurity
background (e. g., “Do you raise the knowledge level of the
whole board or do you try to bring in an expert onto the
board who can direct all the questions?” – [NED3].), others
disagreed and explained that in modern boards every NED
would need to understand this topic: “The board agrees with
me that it is not right to have a single board member as
the person who is the expert on cybersecurity. Every board
member should know a little bit about it just as every board
member should know a bit about everything, you know, and
it is a collective activity.” – [NED1]. They then followed up
and explained how their cyber knowledge shapes the work of
the board: “What is obvious in the last couple of months is
they changed the people that are coming to the board meetings
from the executive team. I am told [...] they are sending more
technical people, and people who are more equipped to talk
about how the program is being managed, and how programs
are being organized and funded, because of the questions I am
asking.” – [NED1]. NED2 explained that it would be hard to
find a dedicated cybersecurity NED: “The challenge, as I say,
is you are highly unlikely to find a non-executive director who
is expert in cybersecurity, and even if they were, how do they
keep current, unless they are in a fulltime role and exercising
a network?” – [NED2].

6) Educating the Board: Only a few participants stated
that boards would need to be educated on cybersecurity risks
internally, either by NEDs with cybersecurity backgrounds or
by the company’s security specialists: “I have taken the board
through a, sort of, basic training program and how to ask the
right sort of questions and what sort of things they should
be thinking about from business perspective and then I am
working with the company secretary now on a program to use
[our] own technology people to give the board education about
what cloud security is about.” – [NED1]. CISO2 explained
that the board demanded some cybersecurity manual from
them: “We did something called the Cyber Series, which was
basically the Audit Committee Chairman said to me, ’Can you
write me a book on cyber?’” – [CISO2].

Another mentioned topic was crisis simulations (also called
War Gaming) for boards. While EX5 reported that their
company’s board only gets the “outcomes and learnings”
(IV-B3), NED4 and EX6 explained direct board involvement in
these scenario-based crisis simulations, “[A] couple of boards
actually do the war gaming thing, and I think it’s helped. In
fact, there was one board, which will not be named of course,
which did actually go out to a third-party vendor and they in
fact involved the NCSC as well [...] and I think they benefitted
immensely” – [EX6]. Additionally, CON3 suggested that NEDs
should read security blogs to be updated on security topics: “If
people just read what was available on SANS NewsBites and
a few other places, then they would do a lot better than they
are currently doing.” – [CON3].
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7) Subcommittees: All participants explained that risk-
and/or audit committees would do the board’s heavy lifting
of cybersecurity risk oversight. Such committees would be
the primary place to discuss cybersecurity and question the
CISO and CIO. CON2 explained why subcommittees would
be so important for cybersecurity risk: “They [overarching risk
committees] are more effective than if they are just looking at
their own particular single directorate. Quite often the biggest
strength you have is to look across different directorates and
to consider that a risk is not just a technical risk or a people
risk.” – [CON2]. When it comes to the types and structure
of those committees, only CISO5 and EX6 explained that
they would have a dedicated cyber committee on an executive
level: “Some boards do have a separate cyber committee
[...] especially some of the top FTSE 50 et cetera, tend to
look at it separately and I think that is important for us to
have a separate cyber committee [...] comprising people who
understand this particular subject, I find that they’re able to
make a lot more progress.” – [CISO5]. And EX4 explained
how multiple risk committees at different levels handle cy-
bersecurity risks: “There is a clear line through those four
committees, yeah, from the most senior board level committee
to the executive committee to my executive committee to the
specialist committee in that area that are connected and the
reports flow through. Obviously, there are different levels of
granularity at each of those they are consistent in terms of
the metrics that go to the board are not a parallel universe
of metrics, they are a subset of the metrics that are used, you
know, ultimately by the CISO to run and provide oversight
of cyber security for the firm.” – [EX4]. NED3 stressed that
nowadays, NEDs would have too many oversight tasks while
only meeting a few times per year. Subcommittees would thus
be the only way to find time to properly address cybersecurity:
“16 hours a year to oversee the entire operation of a company.
It is not a lot of time, right? And you can be overwhelmed
with material and just never have enough time to discuss
everything. You know, so the committee structure allows the
board to focus its time on, you know, bigger strategic issues
and let the committees focus on the more narrow issues.” –
[NED3].

Short Summary: Boards decide on cybersecurity risks
through budgets, and their primary task is to ask the
right questions to CISOs and executives (primarily in
the risk/cyber subcommittees), but often won’t because
they fear their lack of cybersecurity knowledge will
embarrass them. To get boards to ask the right questions,
our participants presented two concepts: (I) bringing in
cybersecurity experts and (II) educating the board on
cybersecurity.

C. Boards & CISOs

The majority of our interviewed CISOs (CISO1,3,4) de-
scribed their struggles to find the correct language and the right
level of detail they should provide to the board: “Sometimes
I communicate something that I believe is right in the middle
and will have very specific questions on very tiny parts of the
communications, and sometime I will have the feedback that
the communication was too detailed. So the biggest challenge,
to sum up, is around what level of details do we need to
communicate to a board. It has been an ongoing challenge

all the time.” – [CISO1]. They further explained that the depth
of questions varies massively between individual NEDs.

CISO5 described that other CISOs would lack social and
communication skills. Hence, they would never get invited to
speak directly at boards: “If I meet a CEO and I say, ’As a
matter of interest how often does your CISO brief the board?’
I mean, some of them look absolutely horrified. They would not
let their CISO within a hundred miles of the board. And that
immediately tells you everything you need to know about the
caliber of the person they have got.” – [CISO5]. EX3 described
that they would not talk to the CISO because they would expect
to get updates on security delivered directly by the CEO: “All
the boards I chair, or the boards I sit on, I never look to the
IT or the CIO, I never look to them to give me a, ’Where
are we on cyber?’ I will always look to the chief executive to
tell me where we are on cyber, and if he cannot answer that
effectively we have got a problem.” – [EX3]. CISO2, on the
other hand, summed up how they would work together with
their executives to prepare the right information and the right
way of presenting it to the board: “In the run-up to any board
meeting I will always have either one-on-one, or me and the
CTO [Chief Technology Officer] will have a two-on-one with
the Audit Committee Chair, and then we dive into much more
detail there, and we also structure how are we going to run
the meeting so that the right issues are teased out. So we
are really, really transparent with the board. I think it is the
only way to work because otherwise, they cannot fulfill their
responsibility, and I partly see my job as helping them to do
their job.” – [CISO2].

Here, something else shone through: if the board has a
direct relationship with the CISO, the latter shapes the type
of relationship, guides the conversations, and decides what
security training the board should get. One would expect this
the other way around – but due to a nagging unease about their
lack of deep expertise – not just about cybersecurity, but IT
generally (see Section IV-B4) – the CISOs seem to be the ones
driving conversations and steering towards outcomes. CISO3
was especially dissatisfied with being asked general questions
that did not challenge them and the company’s security: “Most
boards are not very patient. And so I cannot even count on two
hands how many times I have been asked, ’Are we going fast
enough? Is the pace right? Is the budget right?’” – [CISO3].

1) What to Talk About: Based on their personal back-
grounds, our participants had different ideas about what topics
should be discussed in a board session. NED4 explained that
security would have such little time in the board schedule
that the provided information would need to be on point: “At
the top, boards are like dashboards. So if you’ve got two
minutes to talk about the security posture of a company at
the highest level, you need a chart either on paper or on the
[White-]board if they’re doing it that way that says, ’Look,
these five lines should all be up here, these two are going
down, these three are going up and in order to bring the
dashboard back into compliance we need to do these four
things and it’ll cost so many pounds - can you endorse that
budget?’” – [NED4]. In case of an incident, NED1 would like
to get briefed on a more detailed level: “What I would like
to know is whether we have had any data losses, whether
those data losses were material, whether they involved any, you
know, privacy indications or, you know, PPI and those sorts
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of things and whether we have come close to contravening
any regulations that might require us to call the ICO or to
call the regulator, you know, and near misses.” – [NED1]. EX3
explained that technical topics should never be brought to the
board: “If you have a board conversation where someone is
talking about what antivirus tool they are using, you have
got a problem.” – [EX3]. Looking at the differences between
NED1’s and EX3’s answers, CISO3’s view on the topic of
whether one should create a guide on how to talk to boards
underlines the individuality of the boards’ demands: “Not
really. It is just trial and error, isn’t it?” – [CISO3].

2) Reporting Line: In most of the organizations of our
participants, the CISO would primarily report to the CIO and
hence be part of the organization’s IT. Direct board interaction
was rare, but directly presenting reports to some form of risk
committee was common, “We have an executive risk committee
that oversees also all of the big risks to the company, and all
of my content would go through there before going on to any
board or audit committee” – [CISO2]. CISO2 also summed up
what researchers and consultants have been arguing about now
for years – where to place the CISO [60], [67], [68]: “You
have got the CISOs who think the CISOs should be part of the
executive team and report to the CEO. You have got the people
who do not want to sit in Technology or IT because they think
it is a conflict, and then you have got people like me who want
to sit in the place where you can get the most done and get the
most attention. And I do not really care about my reporting
line so much. I care about the access that I have got to make
things happen and that people care, right.” – [CISO2].

Short summary: Boards and CISOs showed different
risk abstraction levels, with CISOs viewing risks as more
technical. To effectively communicate, our participants
see a need to translate risks.

D. Cyberrisk: Not A Common Language

All CISOs, NED1, and NED2 were confident that risk
should be the language used in any communication about
cybersecurity between CISOs, boards, and executives. They
explained that boards traditionally understand what risk is
about. However, some participants, like CON2, were not so
sure that organizational leaders would understand cybersecu-
rity risks appropriately: “They worry about risks holistically,
where cyber risks are just one of the types of risks they are
worried about. And some of the risks are closer to home
and they are more likely to impact them. What boards do not
necessarily understand is what the impact to them of a cyber
risk is, and that is why having a way of quantifying the impact
of a cyber risk I think would be beneficial.” – [CON2].

1) Risk Appetite: The term risk appetite for cybersecu-
rity was mentioned by seven participants (CISO2,3; EX1-4;
NED4). They saw it as a way to describe cybersecurity risk
that needs to be compared to a previously set threshold of
“acceptable risk”. However, EX3 doubted that this concept
would be well-known throughout the company: “[...] the
concept of risk appetite is not necessarily that well-known
outside of the boardroom, or outside of Risk Committee, but
it is absolutely key because it does come down to where
do you spend your money, where do you spend your in-
vestment on protection and on litigation.” – [EX3]. Adding

to the knowledge-gaps perceived by EX3, NED4 mentioned
that “Boards don’t always understand risk appetite” – [NED4].
EX2 gave a concrete example of what decisions around risk
appetite could look like: “Ransomware: What is the appetite?
Is an organization going to pay with Bitcoins? Are we going
to hold Bitcoins, as an organization, and be prepared to pay
for that?” – [EX2]. Besides EX2’s example, the idea of how
decisions based on appetite would look remained abstract, with
CISO2 and CISO3 only mentioning the term as a side note.

2) Existing Risk Management Strategies: Even though cy-
bersecurity was considered part of corporate risk management,
cybersecurity risks were reported not to apply to current non-
cyber risk management frameworks. Only three participants
(CON1; EX2; NED3) saw parallels between the risk manage-
ment strategies of their industry-specific risks and cybersecu-
rity. NED3 first mentioned that they had difficulties measur-
ing cybersecurity risks (among other operational risks): “The
ability to measure is something the financial services world
is very comfortable with, and cyber and many operational
risks do not easily fit into that framework.” – [NED3]. Later,
they reported that they solved it by building upon an already
existing financial risk management framework: “I think there
has been an evolution in financial services in terms of looking
at cyber risk and how we think about it, using the framework
that we all originally had around market and credit risk. Not to
say, by any means, that the framework we had around market
and credit risk was perfect, or is perfect today, because that
is still evolving as well.” – [NED3].

Short Summary: Risk could be a common language spo-
ken by NEDs, executives, and CISOs. But cybersecurity
risk is not compared to traditional risk frameworks. The
concept of comparing identified risks against a previously
set risk appetite remained abstract.

E. Translation Service: Executives & CISOs

While the board advises and critically questions the ex-
ecutives’ decision-making, the executives will decide on cy-
bersecurity: “They get to decide what is tolerable and what
is not. How we then execute against that it definitely sits
with the executive of the company, not the non-executives.” –
[CISO2]. To effectively decide, EX2 described the difficulty of
obtaining the correct information at an appropriate abstraction
level: “What makes it more effective - I think measuring the
right things and reviewing the right things at the right level
is very important, so a good dashboard which describes risks
in all its aspects and enables management decisions to be
made in a timely and effective manner.” – [EX2]. They then
added: “One of the risks is that organizations or companies
can ask for more and more detail, more and more data to
avoid making decisions, which is one end of the spectrum.
The other end of the spectrum is that they do not have any
data and therefore do not understand the risks that apply
within their organization.” – [EX2]. To get to the correct level
of detail, the language of risk – which implies the need to
translate cybersecurity risks into more abstract, general risks
– was brought up during our interviews (see Section IV-D).

1) Working Together to Translate Cybersecurity: CISOs
consider executives to be part of their communication channel
with the board. EX3 described this channel as necessary since
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cybersecurity is not a risk that should be delegated to the
CISO or CIO and left alone: “I think too often the executive
delegates to the CISO or the CIO, and they go off into a dark
room and try and fix it, which of course they cannot. So I
think many non-executives in that type of company will become
increasingly alarmed at the lack of transparency and the lack
of business articulation of the risk.” – [EX3]. To achieve this
transparency, the mentioned CISOs and CIOs would need to
be able to communicate these risks in an, from the perspective
of the board, understandable manner: “I think it is down to
the responsibility of the CIO and the CISO to make sure that
they are reporting to the board in a language the board can
understand, in business language.” – [NED1]. For example,
CISO1 described that their CFO was presenting for them at
the board: “What I do is I prepare the material for the CFO
to present to the board. And that is another challenge, is that
the CFO is not, is not an IT person. So I need to give him the
material and he is the one communicating to the board. Then
he is getting questions, feedback, and inputs, then I am getting
afterwards. I do not have direct communication.” – [CISO1].
This CFO then would translate the information to be fit for
presentations at the board level: “I think it works really well
because he understands and he manages to put that in the
bigger perspective and translate that, removing the IT, geeky
world and concept out of it” – [CISO1].

Short Summary: To translate the technical risks of the
CISO’s cybersecurity department to be fit for presen-
tations at the board level, the executive the CISO is
reporting to may be able to assist.

F. External Influences on Cybersecurity Risk

Regulators, consultants, security agencies, auditors, and
investors all played a role in shaping the board’s cybersecurity
risk agenda, which we explore in this section.

1) Regulatory Influence on Cybersecurity Risk: CISO2
and CISO3 described regulations as selling-points to receive
sufficient funding at board- and executive-level:“Agencies and
regulators can really help you land the message about the
threat, why it is important, what type of things would they
expect the company to be focused on. And I think if it is
somebody who is struggling to get access to funding, for
example, it could be a really good way of helping that decision-
making” – [CISO2]. CISO3 directly described that they would
be much more powerless without regulations: “Regulation
elevates the profile with boards, and I think that is healthy
because else it could get pushed down and you might lose
traction.” – [CISO3].

Besides using regulation as a selling point, two schools of
thought could be observed during our interviews: (I) Regula-
tory bodies do not have a big impact on corporate cybersecurity
besides acting as an information source: “They [regulatory
bodies] are good sources of information and insight. I do
not think there is anybody that is directive. I think we are
self-directed.” – [EX4]. (II) Corporate cybersecurity is only
focussing on regulatory requirements, also described as a tick-
box approach: “I essentially went to the head of compliance
and risk management [...] and I said, ”Can you describe how
you do your group risk?” [...] And to cut a long story short,
he said, ”We have a basis book, and the basis book lists

our regulations, and our risks are that we do not meet our
regulations.” ”And?” ”And what? And that is it.”” – [CON3].

Seven participants mentioned security agencies and reg-
ulatory bodies as a source of up-to-date information. NEDs
(NED3,4) and executives (EX2,4,6), in particular, saw those
agencies and regulatory bodies as a man-in-the-middle to
share aggregated and anonymized security information that
companies would not share directly: “They do it one-on-
one to the security service or somebody, but they wouldn’t
do it to their competitors.” – [NED4]. CISO3 further stated:
“You can share, you know, anonymized conversations, and I
think that is important for the board to hear from the likes
of the NCSC themselves as opposed to through myself. It
carries just more weight, and obviously, they will have more
depth of the experience as well. So, I think they are really
important because it just shows you what can really happen
out there, even if it is not happening to you.” – [CISO3]. They
also wished for more information sharing by the national
cybersecurity agency: “I do think they could do a lot more
in sharing what they know.” – [CISO3].

2) External Auditing: While internal auditing might be
less expensive, according to NED4, boards seem to demand
external audits to avoid conflicts of interest: “You could argue
that your team should be looking after your company. But
it becomes a conflict of interests then. In other words to
your point, you definitely need an external trusted pen test
company if it’s penetration testing we’re talking about.” –
[NED4]. Some participants viewed external auditing as a way
to ensure and gain a different perspective on corporate cyber-
security: “I would say that third-party review and auditing
if you will, I think that should be an integrated part of any
cybersecurity. Because you only see things with your own
perspective, right? So you only know what you know, and it
is always good to have external independent eyes to look you
over the shoulder.” – [EX5]. Additionally, similar to regulatory
bodies, external audits can also give insights into where the
company’s cybersecurity is better or worse compared to their
competitors: “It is a significant project [getting audited] and
it provides you where are you in the industry type of figure,
that the board will love.” – [CISO1].

However, executives also shared their distrust in the pro-
fessionalism of auditors. This distrust was most common when
participants stated one of the “Big Four” consulting agencies
as auditing body: “The financial services sector have what
they call Section 166 inquiries3, where they will drop a skilled
person, which I always laugh at because I mean, you know, it
is someone from PwC; he used to work for a bank, you know.
He is no more skilled than anybody.” – [EX3].

3) Consultants: We found our participants to be skeptical
about consultants. They explained that managing cybersecurity
risks can not be done by getting a consultant in and buying
or implementing their recommendations once. Even CON3,
a consultant themselves, criticized how others would exploit
an information asymmetry when they advise senior leaders:
“They bring in a contractor, and the contractor says, ’You
need this procedure. You need that guard here, and you need
to change that control system, and then you are good to go

3Section 166 is calling for an skilled person to provide a report. https:
//handbook.fca.org.uk/handbook/EG/3/3.html
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for the next five years or two years.’ And what they want is
the same for cybersecurity. And my message is, and this is the
difficult message to get to the board, my message is, ’No, I
am sorry. You are going to have to maintain some competence
to understand your risks and how those risks will change.’
And the boards just do not want to hear that.” – [CON3]. EX3
extended on this point by adding that it is the board’s job to
challenge cybersecurity, and thus outsourcing it to a consultant
is an “abdication of duty”.

4) Investors’ focus on Cybersecurity: During the inter-
views, our participants were asked whether potential investors
would be interested in the company’s current cybersecurity
state and what investors should look for to determine the
maturity of the cybersecurity program. While CISO2, who
has been presenting to investors for the last five years, has
observed a positive trend in investor interest (“I have seen a
big uptake over the last three years actually in interest from
investors.” – [CISO2].), most participants reported that they
were never asked about cybersecurity at investor presentations:
“I sit through quarterly investor presentations, and I have
never heard a question about it. Which is surprising, now you
mention it.” – [NED2]. NED3 stated that cybersecurity risk is
such a specific (maybe small) topic that investors really might
not be interested in such details: “I mean I would be amazed if
any investor ever asked questions about cybersecurity because,
you know, it is one of many, many things that a company
manages.” – [NED3]. NED4 even doubted that this would be
an appropriate question for investors: “Well the first question is
would a serious investor even think of asking that question?” –
[NED4].

Short summary: Regulations helped to bring cyberse-
curity risk to boards’ attention. However, some partici-
pants feared a ticking boxes approach. Our participants
wished for more process-oriented regulatory frameworks
and results-sharing of those assessments. Investors were
described as rarely looking at cybersecurity risks before
their investments.

V. DISCUSSION

Reflecting on the results of the study we carried out with
UK-based boards, we discuss our findings and answer our
research questions.

A. Q1: Cybersecurity Risk Decision-Making

All our participants agreed that cybersecurity risk is a topic
in most boardrooms. But there is no in-depth engagement:
Most board decisions are based on (very short) cybersecurity
reports from those seen to be experts – the CISO, CIO, external
auditors, or, in rare cases, the CEO. The vast majority of board
decisions on cybersecurity were to approve the budget requests
from the CISO or executives (IV-B). While risk apptetite was
used by several participants, nobody explained the term or
the process the board went through to decide the appropriate
level for cybersecurity. Without specific knowledge in the
boardroom, the process was delegate and trust the experts,
similar to how in the past decisions about general IT were
made: Just put an IT guy and enough money on it, and it will
be solved. As IT moved to the core of many businesses, this
changed to a more considerable board involvement in concrete

IT decisions [69], [22], [23]. Our results indicate that for
cybersecurity, this is not yet the case for all large organizations.

While we agree with most of our participants that boards
should not make detailed technical decisions, such as which
antivirus tool to buy (IV-C1), cybersecurity risks should not
be abstracted through budgets alone. Strategic and concrete
risk-appetite board decisions could e. g., be made around risks
concerning data security (in which countries and at servers
of which partner organizations should data be stored?) or
redundancy (what would be the maximum tolerable level of
an outage due to a cyber attack?). Such decisions would link
budgeting with a clear strategy that could be co-designed by
NEDs and executives. The information the board is provided
with already is more diverse than the decisions they ultimately
make (IV-B3).

We also got some insights into what cybersecurity means
to boards: (I) It is perceived as part of IT (IV-C2), and in these
organizations, security and the CISO were still a part of the IT
department making it more challenging to put non-IT changes
in place. (II) Cybersecurity is about confidentiality. The loss
of (personal) data is the primary scenario our participants
want to prevent (IV-C1). Here, cybersecurity is mainly seen
through one specific aspect rather than as a complex topic.
In 2007, Flechais et al. [70] identified the problem of non-
security-experts setting cyber security equal to confidentiality
and leaving out other aspects. The reasons seem to be strictly
driven by regulation and fines organizations have to fear in
case of an incident – something already described by recent
studies [29], [71]. On the plus side, this shows that regulators
(or, more concretely, legislation) can steer how boards perceive
and talk about security by setting appropriate standards and
matching fines – as the GDPR brought cybersecurity risks to
boards’ attention [27].

Board meetings offer little space for cybersecurity ac-
tivities, and NEDs are only paid for a limited number of
days [72]. They are unlikely to have the time to do deep
dives on cybersecurity. However, continuously educating and
training board members – through micro-learning sessions
around the meetings themselves or at informal NED roundtable
events – would be necessary to probe the decision-making on
cybersecurity more detailedly than just asking: “Do you’ve
got enough budget?”. Multiple participants suggested this – as
did other scholars [26], [32] and cyber agencies [7], [21]– in
the form of cyber crisis simulations or war gaming, dedicated
training courses, or even handbooks (IV-B6).

War gaming was often mentioned as the go-to training
for boards. However, one NED pointed out that this was a
misguided approach to raising awareness and a waste of time:
board members should not be involved in crisis decision-
making. In these situations, the executives have to “fly the
plane”, a process other board members should not meddle in.
Instead, they should “create time and space for the executives”
(IV-B2). Short but continuous training to increase the ability to
challenge the CISO’s decisions beyond asking questions about
budgeting was reportedly promising and also demanded by
some board members. However, to avoid conflicts of interest,
these training should not be provided exclusively by the CISOs
themselves.

In organizations that have created structures (sub-
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Fig. 2. Key relationships that form cybersecurity risk decisions at the board.

committees) for dealing with risks, the decision process be-
comes more distributed (IV-B7). A few organizations in our
sample had dedicated cybersecurity risk committees. In others,
the general risk and audit committee dealt with cybersecurity
risk as one topic among many. The committees – often chaired
by an NED – hear reports from executives (like the CEO or
CIO) or the CISOs, rate risks, evaluate progress, condense
available information for the board, and make recommenda-
tions. While the committee does not decide, its findings and
recommendations are usually followed. Interestingly, previous
studies did not distinguish whether CISOs would report to the
board as a whole [41], [2], or just to a subcommittee. Our
results indicate that most CISOs might never speak in front of
the board but in front of subcommittees. This severely affects
the level of detail they can hope to bring forward.

B. Q2: Stakeholder Influence

Figure 2 summarizes critical relationships with other stake-
holders that shape the board’s cybersecurity risk decisions.
One would suspect that the board – at the very top of an
organization – would have the power and self-determination to
decide on cybersecurity risk strategies on a level of detail they
dictate. However, our results show that often the CISOs set
the agenda and make cybersecurity decisions, and they (or the
executives they report to) determine which information they
want to report to the board without much input from both
NEDs and other Executives. This has multiple reasons:

(I) Most board members do not have cybersecurity exper-
tise. This is problematic when they fail to challenge reports
and recommendations because they fear basic questions might
reveal their lack of knowledge (IV-B4) leading to not fulfilling
their oversight role. This leads to a power imbalance where
CISOs (and CIOs) can decide what they want to report to
the board. Some participants even reported that the CISOs
would train the board about cybersecurity, directly influencing
the board’s oversight function. While CISOs might not see
themselves in a position of power towards the board [3], [2],
they are – even if they are a type of person that no NED
wants to see in front of the board (IV-C). They can unfold
their power indirectly by silently deciding what information
reaches the executives.

The difference from other risks (like classic credit risk) is
that multiple board members will feel knowledgeable enough
to be unafraid to ask tough questions. In the few cases where
NEDs with cybersecurity risk knowledge were part of the
board (IV-B5), the power shifted from the CISOs towards
those single NEDs. This might change in the next generation
when the role of CISOs gets executive status and thus board
member. Regulators and scholars [73], [74] demand such IT
and cybersecurity experts on every board. Our participants had
mixed viewpoints about this, with some highlighting that if
boards had such experts, those would carry the whole over-
sight alone (IV-B5). We agree that this will hardly diminish
the power imbalance. However, at least US regulators seem
confident that a person with explicit cybersecurity knowledge
should be part of the board: Following a US Securities and
Exchange Commission proposal, every US corporation traded
on the stock market might soon be forced to recruit a CISO
for their board.4 The already approved new EU NIS2 directive5

might have a similar impact since it states that “management
bodies of essential and important entities are required to follow
[cybersecurity] training”.

(II) Risk is not equal to cybersecurity risk. While our
participants agreed that the CISOs need to talk in the language
of risk – as other studies have already shown that CISOs need
to find appropriate language [51], [2] – their risk vocabulary
might not be compatible. The problem that shines through
our results is that NEDs and executives do not know what
cybersecurity risk is, how to estimate cybersecurity risks, and
how to set risk appetite in this realm. Neither can CISOs alone
translate their cybersecurity risks into more general terms of
risk without knowing about other company risks. The result is
that cybersecurity decisions are abstracted by setting a certain
level of security budget on which they agree. This security
budget our participating CISOs had to work with did not
seem well estimated since they reported that their budget was
either underestimated or overestimated. This idea of give cyber
enough money and the problems will go away is in harsh

4The SEC Is About To Force CISOs Into America’s Boardrooms:
https://www.forbes.com/sites/bobzukis/2022/04/18/the-sec-is-about-to-force-
cisos-into-americas-boardrooms/amp/, accessed February 4, 2025.

5NIS2 Directive: https://digital-strategy.ec.europa.eu/en/policies/nis2-
directive, accessed February 4, 2025
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contrast to other risk decisions the leaders are involved in,
e. g., when they directly decide to invest in new markets or
not.

(III) Regulations (like the GDPR) help to bring cyberse-
curity risk to boards’ attention (IV-F1) – as previous studies
already discovered [27]. Their effects are two-fold: (I) The
topic automatically made it on boards’ agendas (despite the
CISOs deciding on what exactly to talk about). (II) CISOs
have an easier time getting the resources they need just by
referring to regulations.

As an external (independent) board member, NEDs rely on
two sources of information: (I) Experience reports from peers
and benchmarks against the cybersecurity risk performance
(success of their strategy in terms of investments and incidents)
of other organizations – a primary source of information for
boards (IV-B3). (II) External Audits (IV-F2). However, some
participants had doubts about the independence and quality
of such audits since they were often delivered by the same
companies that would try to acquire consulting contracts with
the board.

Interestingly, investors (shareholders) do not play any role
in boards’ handling of cybersecurity risks. While boards of
larger companies – elected by those shareholders – typically
aim to increase the company’s value for shareholders, in the
experience of our participants, cybersecurity risk is seldom
a topic the shareholders ask about. Currently, there is no
pressure on the board from shareholders. This was even true
for those organizations that had already suffered losses through
cybersecurity incidents with public news coverage.6

C. Learnings For Practitioners

Cybersecurity risk is handled informally by the board,
unlike traditional risks where it is regulated which specific in-
formation needs to be reported to the board. While companies
are subject to different cybersecurity regulations, those do not
state what information needs to reach the boards. For example,
even the EU’s new NIS2 Directive for critical infrastructure
does put the board of directors (or management bodies how
they call it) in charge of oversight of cybersecurity risks. They
shall maintain a high level of awareness, monitor the efforts,
and approve whole risk strategies [75]. But again, there are no
concrete metrics to test against, and what and how information
should flow through the hierarchies is not defined. We suggest
that it should be the task of future regulations to set baselines
for information that boards need to get, e. g., investments vs.
incidents. This would shift the power imbalance we discovered.

1) Incident Disclosure Through Regulators: Our study
shows that regulators considerably impact companies’ boards’
work with cybersecurity. This is not only through new laws but
also through the (anonymized and aggregated) incident reports
that those agencies publish that serve as industry benchmarking
for the boards. However, such benchmarking is often limited
to what organizations want to disclose – in most cases, nothing
as long as they are not forced through a privacy law (like the
GDPR) or critical infrastructure regulations [76], [77]. Hence,
those reports are often not applicable to specific industries –

6For anonymity reasons, we cannot name the specific organizations or
incidents participants referred to.

and with the other primary source of public incident reports
available coming from security vendors and consultants that
have an information advantage over their customers [78], the
number of unbiased, objective reports is further limited. We
suggest extending the disclosure requirements beyond data
privacy and critical infrastructure organizations. Those disclo-
sures should stay anonymous, but the data can be aggregated
and publicly disclosed. The EU has been proven to be a
powerful legislative body and could initiate such efforts that
could be adapted in the UK.

2) NEDs as Leaders: Most participants were certain that
it would be the NEDs’ job to have the executives’ back in a
crisis. We agree. This includes that a NED should create time
and space for their executives in case of severe cybersecurity
incidents, as the executives would be fully involved in direct
crisis management. Such crisis management requires planning
and crisis simulations. Different leaders’ roles must be clarified
beforehand, especially who will make which decisions in such
cases. However, it is unrealistic for NEDs to participate in war
games and simulations. They need to be told what their role
would be in a crisis, or more concretely, the executives should
suggest the roles the board would take over, and then the board
decides which NED to appoint to which position.

Also, NEDs were referring to the example of the TalkTalk
CEO described in IV-B2, indicating being afraid to be exposed
when asking questions. However, we see a clear difference
between publicly exposing and asking novice questions at the
board. We follow Sheryl Sandbergs’ idea of lean in [79] that
states that great leaders should never lean back but actively
engage in discussions - no matter the social costs. Being afraid
of other board members’ opinions should not be an excuse
for NEDs not to challenge executives and CISOs. Despite
consultants recommending cybersecurity training for NEDs,
available trainings are time-consuming and generic. Thus,
NEDs prefer to obtain knowledge from their peers through
roundtables or similar events. This knowledge gap might also
naturally shrink in the upcoming years as more CISOs and
CIOs become senior enough to be offered NED positions.

Further, we propose that it is time for the NEDs and
executives to make sure they support their CISO with non-
technical aspects of their job by, e. g., leading by example
when it comes to cybersecurity behavior, calling out managers
who do not encourage their staff to adopt security behaviors,
and identifying existing roles and resources that can work
with CISOs to reduce friction between business and security,
develop communication strategies, campaigns, and training
materials for different business areas.

3) Building Cybersecurity Risk Subcommittees: A dedi-
cated cybersecurity risk subcommittee should be implemented
to close the gap between traditional (non-cybersecurity) risk
management frameworks and cybersecurity. This subcommit-
tee can act as a bridge between the technical cybersecurity
departments and management. Detailed monitoring of risks and
aggregating risks to a current state that might be able to answer
the question “Where are we on cyber?” should happen at
this subcommittee. To do so, the subcommittee should consist
of the CISO, at least one NED, employees from the non-
cybersecurity risk subcommittees, and (on-demand) further
security experts. This mixture of different domain experts
combined with an NED can, over time, prepare the CISO to
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translate and distill the most pressing cybersecurity risks to be
presentable at the board by the CISO.

D. Learnings For Researchers

Previous research with CISOs has shown they don’t have
the time to stay on top of academic cybersecurity develop-
ments [2]. It is even more unlikely that NEDs and executives
keep abreast with cybersecurity publications(IV-B6). For them,
decisions are always in the context of business and business
risk – so learning about cybersecurity risks in isolation is not
helpful. As a research community, we should consider how we
might digest and disseminate our results and effectively and
efficiently translate them to business language.

Previous research has already studied some board members
in isolation, e. g., NEDs [29]. In contrast, we conducted a study
with a multitude of different roles, namely NEDs, executives,
consultants, and CISOs. This multi-perspective view on the
topic led us to novel findings, such as the power imbalance
between NEDs and CISOs/CTOs that can steer communica-
tion by only providing specific (beneficial) data. Based on
our experience, we generally advise such multi-stakeholder
studies wherever multiple stakeholders influence cybersecurity
processes.

1) Cybersecurity Risk Management: Our participants de-
scribed different approaches to processing cybersecurity infor-
mation for boards, with mixed results – CISO3 even called it
Trial and Error (IV-C1 and IV-E1). A good starting point could
be investigating the applicability of existing risk management
frameworks (such as for financial or physical risks) to cyber-
security risks. Additionally, the question of who should be
responsible for translating remains. The person or committee
must have (deep) technical knowledge and a broad under-
standing of the companies’ business and (non-cybersecurity)
risks. Further, in recent years, the research on security metrics
– including those that are supposed to be relevant to the
management – has been growing [80], [81], [82]. However,
those metrics were developed by cybersecurity experts, but
there has been no research to validate how helpful they are
to boards – or what metrics they consider pertinent. For
example, boards might solely want to see financial losses vs.
revenue of an investment rather than any numbers suggested
by frameworks, like click rates in simulated phishing exercises.
Within most companies included in this work, the CISOs set
the agenda and decide what to present (through executives) at
the board level ( IV-C).

2) Recruting C-Level Participants: More studies about
cybersecurity topics with C-level participants are needed to
understand their individual and collective decision-making.
This group of participants is hard to recruit. Still, we found that
government agencies responsible for cybersecurity (like the
NCSC in the UK, or the German BSI), nowadays have gather-
ings of such top-level leaders. Based on our own experience,
we advocate brokering connections between trusted researchers
and top-level leaders for further studies. Once such trust has
been built and benefits emerge, more scientific studies in
ecologically valid contexts, such as boardroom observations or,
tracking cybersecurity risks from identification to remediation,
could be carried out.

VI. CONCLUSION

We interviewed n = 18 UK-based top-level leaders, giving
us previously unknown insights into how cybersecurity is
decided at the highest organizational level. While cybersecurity
risks are increasingly present on boards’ and their subcommit-
tees’ agendas, we found multiple indicators that they are not
appropriately addressed. NEDs are too shy to ask the right
questions to their executives and CISOs because they lack
technical knowledge. CISOs must translate their cybersecurity
risks into a more business-focused language to get challenged
on cybersecurity topics. This need to abstract the complexity
of cybersecurity risks into more general risks creates a power
imbalance since the CISOs could decide which topics to
present and shine light on. The board’s role of overseeing
the companies’ key risks – which cybersecurity risks were
reported to be part of – cannot be thoroughly carried out this
way. Future research should quantify the problems identified
in this paper through larger-scale studies with senior leaders
in different regions. Recruitment facilitated by government
agencies can be key to realizing such studies.
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APPENDIX

INTERVIEW GUIDES

A. Non-executive Directors

a) Unit of Analysis: The Board:

1) About yourself: (I) How many boards are you/ have
you been on? (II) What is your cybersecurity (inci-
dent) experience (e.g., have you ever been on a board
when a company had a major problem? (III) Have you
actively educated yourself about cyber risks?

2) Board Composition: How diverse is the board? [Gen-
der, age, educational background, experience] How
diverse should it be? Who is the chairman?

3) Dynamic Responsibility: who is responsible for cyber
risk at the board level?

4) Do you ever discuss cyber security with other NEDs
(not in front of other board members)?

5) Are you aware of the cybersecurity policies in the
company?

b) Unit of Analysis: Board Decision-making:

1) What are the key cyber risks that affect the company?
2) How is the board treating cyber risks compared to

other risks?
3) How do board decisions about investment in man-

aging cyber risks compare to other investment deci-
sions?

4) What terms do they use to describe cyber risks?
5) How structured/controlled is the discussion on cyber

risk?
6) How much time are they spending on discussing

cyber risks vs other risks?
7) How much material are you given in advance of board

meetings on cyber vs other risks?
8) How helpful is that material given to you in making

decisions about cyber risk? Are there any problems
with the material you are provided?

9) Is there other material that you would find helpful
that is not provided to you?

10) Are impacts of cyber security on business considered?
How?
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11) Has cyber insurance been discussed at the board
level?

12) Transparency: where does the board get information
about cyber risks and risk management?

13) How do you assess solutions for managing cyber
risk(s)?

14) What stops boards from taking the ’best’ cyber
security decisions (technical, investment, regulation,
impact on business or staff)?

c) Unit of Analysis: Following up Decisions:

1) Are decisions about managing cyber risks being fol-
lowed up?

2) Are any metrics used to assess effectiveness for
managing the cyber risk?

3) Is there any discussion of the impact on the business
– cost vs. benefit side effects?

B. Executive

a) Unit of Analysis: The Board: The same questions
as in subsection A.

b) Unit of Analysis: Board Decision-making:

1) What are the key cyber risks that affect the company?
2) How do you see investment in managing cyber risks,

compared to other investment decisions?
3) How do NEDs see investment in managing cyber

risks, compared to other investment decisions?
4) How have NEDs informed the treatment of cyber

risks compared to other risks?
5) What terms do NEDs use to describe cyber risks?
6) How structured/controlled is the discussion on cyber

risk?
7-12) Questions 6-11 of the NEDs’ b) Unit of Analysis:

Board Decision-Making (see subsection A)
13) Transparency: where do you get information about

cyber risks and risk management?
14) How do you assess solutions for managing cyber

risk(s)?
15) Is there anything which stops your board from taking

the ’best’ cyber security decisions?

c) Unit of Analysis: Following up Decisions: The
same questions as in subsection A, with the addition of:

1) Have you ever received complaints about the way the
company manages cyber security decisions?

2) Do you ever speak to employees directly about cyber
security? What do they think of the company’s cyber
security?

C. Chief Information Security Officer (CISO)

a) Unit of Analysis: The Board:

1) What aspects of Cyber/ Information Security are
within your responsibilities?

2) Who do you report/ are accountable to? Is that person
a board member?

3) Do you interact with other board members?

4) Do you think the board has the necessary expertise to
make decisions on cybersecurity issues? If not, what
expertise is missing?

5) How often do you interact with the board?
6) Do you think the company would make better deci-

sions if you were a board member?

b) Unit of Analysis: Board Decision-making:

1) What information do you prepare for boards?
How structured is it? Does it include any met-
rics/comparisons? If yes, how useful are they?

2) How much time does the board spend on dealing with
the information you provided?

3) Do you get the investment you asked for?
4) What decisions do risk and audit committees make

about cyber security? Are you present?
5) What is your view of cyber insurance? Would you be

involved in discussions/decisions?

c) Unit of Analysis: Following up Decisions:

1) How do you implement board decisions about cyber
security?

2) Who do you report back/account for the decisions
you have made?

3) What do you report? Any metrics/numbers? How
useful are they?

4) How do you communicate/explain cyber security
decisions to employees?

5) What are the channels for reporting problems with
following cyber security rules to you?

D. Members of audit/risk committees

a) Unit of Analysis: The Board:

1) What is the composition of A&R committees – who
sits on the committees?

2) Who chairs it?
3) Are there any board members involved? What is their

role?
4) What is decided by A&R committees, and what at

board level?
5) What do you report to the board, and in what format?

Any metrics/numbers? How useful are they?

b) Unit of Analysis: Board Decision-making:

1) Who sets the goals for audit and risk committees?
2) What legislation or regulation guides the work of

A&R committee?
3) How do audit and risk committees implement board

decisions?
4) What numbers/metrics are being used in decision-

making – and how useful are they?
5) What is the interaction with the CISO?
6) What is your view of cyber insurance?

c) Unit of Analysis: Following up Decisions:

1) Who monitors progress on cyber risks? Are met-
rics/numbers used? How useful are they?

2) How do you decide if progress is sufficient or not?
3) Under which circumstances would you escalate a

cyber security problem to board level?
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CODEBOOK

TABLE II. OUR FINAL CODEBOOK (1/2).

Code Description Example Quote

Relationships Codes that describe the relationship between party A and B. This
code includes descriptions of communication and direct expressions
of A’s and B’s opinions of each other. All subcodes had the same
description.

—

CISO The view of a CISO on something; A comment of a CISO regarding
something; Comments about a CISO by others

—

Internal Security Training for Management Which kind of topics do CISOs inform the management (Board
and Executives) about?

“We did something called the Cyber Series, which was
basically the Audit Committee Chairman said to me, ’Can
you write me a book on cyber?’” – [CISO2].

Security Tasks of CISOs Security tasks and responsibilities of CISOs. “what I do is I prepare the material for the CFO to present
to the board.” – [CISO1].

Executive The view of an Executive on something; A comment of an
Executive regarding something; Comments about a Executive by
others

—

Knowledge/Awareness/Training Direct description of an executive having (no) security knowledge,
training, awareness.

“I do not think that the majority, in fact I know the
majority of organizations do not take this seriously
enough, and still think that it is the IT guy’s/girl’s job to
fix this thing.” – [EX3].

Security Information Provided Security relevant information provided (that might be necessary for
decision-making), including wishes or needs for information of an
executive. e.g. reports, communicated metrics.

“For me knowing who we are dealing with is a critical
capability of the firm not just from, you know, sort of, a
threat actor [or] from the point of view of some cyber
compromise but those that are looking to defraud or to
commit other financial crimes.” – [EX4].

Security decision-making of Executives Security-related decision executives make or would like to be able
to make.

“We consequently would have action plans of how we
address certain things.” – [EX1].

Security Tasks of Executives Security tasks and responsibilities of executives. “I think it works really well because he understands and
he manages to put that in the bigger perspective and
translate that, removing the IT, geeky world and concept
out of it” – [CISO1].

Attitude/Opinion towards Security Attitude: The direct expression of an opinion about the importance
of security. That means some keywords need to be present, e.g.,
”X was very IMPORTANT to our security strategy.”

“There is nothing like, you know, a real live cyber incident
to prompt a change and use that burning platform to
prompt a change in the organization.” – [EX1].

The Board The view of a board member on something; A comment of a board
member regarding something; Comments about a board member,
or the board in general, by others. If the executive is not talking
from the board perspective, code as an executive!

—

Knowledge/Awareness/Training Direct description of a board member having (no) security knowl-
edge, training, awareness.

“I mean if you go to the Board and you do not really
understand IT security, you do not want to spend time, or
you do not have the time to understand exactly what we
are doing[...].” – [CIOS1].

Risk and Audit Committee Everything about the tasks, composition, responsibility of risk,
and audit committee. So basically, use this code whenever such
a committee is explicitly mentioned.

“Sometimes risk and audit committees take security and
sometimes it’s separated.” – [NED4].

Board composition Every statement that explains who is (not) on the board (only when
related to security).

“I think there is a big theme here around Board diversity
and making sure that you have people on Boards who
know what questions to ask, and probably, more
importantly, who understand where accountability for this
lies.” – [EX3].

Security Information Provided Security relevant information provided (that might be necessary for
decision-making), including wishes or needs for information of a
board. e.g. reports, communicated metrics.

“I would like to know how we compare with other people
and I would also like to know how we fit on an absolute
scale if there is one.” – [NED1].

Security decision-making of the Board Security-related decision a board makes or would like to be able
to make.

“I think most things start with the threat assessment, and
then you worry about how to counter it.” – [NED2].

Security Tasks of the Board Security tasks and responsibilities of the Board. “Some of the boards who have not done so well is where
they have got very fixed views about how to spend the
money and they are not able to adapt to changing
environments.” – [CON2].

Wishes What do NEDs wish for? “I would like to know how we compare with other people
and I would also like to know how we fit on an absolute
scale if there is one.” – [NED1].
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TABLE III. OUR FINAL CODEBOOK (2/2).

Code Description Example Quote

External Forces The view of an External Force (e.g. Consultant, Regulator,...) on something; A
comment of an External Force regarding something; Requirements from External
Sources/Forces, e.g., Norms and Regulations; Comments about External Forces by
others

—

Investors Investors of the participant’s company “I sit through quarterly investor presentations, and I have
never heard a question about it. Which is surprising, now
you mention it.” – [NED2].

Regulation Regulatory bodies, norms, and regulations “If you have a regulator and a regulator is asking you to
prove that you have done things is also very
important.” – [NED1].

Auditing Auditors (e.g., penetration testers) that test the security or the compliance with a
norm in the organization.

“The second aspect is that you know, from a defense
mechanism and ensuring that there is, for example,
penetration testing that happens from a third party
regularly to make sure that you’re up and running, doesn’t
happen again in as much or as strong a manner as it
should happen[...]” – [EX6].

Benchmarking Comparison between different organizations. “[...] one of the bigger influencers on the Board members is
what they see, you know, if they sit on four or five Boards.
You aggregate that and you get a really good perspective
of how Board reporting should be on cyber.” – [CISO2].

Cyber Risk Every mention of some cyber risk, cyber risk assessment, or cyber risk management —
Risk Management How are cyber risks handled and managed? Are existing non-cyber risk frameworks

used?
“I predominantly sit in financial services, so the world of
finance has long had a concept of risk and risk
management principles and processes and a framework. So
in that sense there is an understanding of risk and there is
an understanding of a process.” – [NED3].

Risk assessment How are risks being assessed? “When I went to the group risk people and asked them
what was the basis of their assessments of risks, it was
pretty much entirely the risk of regulatory infraction
because it is a highly regulated environment.” – [CON3].

Risk Appetite How much risk is the participant’s company willing to take? How is the risk appetite
set?

“The tricky one is if nothing has happened when you have
not met your metrics, then the Board might be inclined to
think that it doesn’t matter and they could give it less
money, and that might even be true, the risk appetite might
be set too high.” – [NED4].

Common Language Risk is being described as a common (business) language. “We always try and position it in the language of risk
because that is the language that they understand from a
board perspective.” – [CISO3].

Company Company specific things like reporting structures or budgeting decisions —
Security Incidents Any mention of an incident/attack on the own organization or on any organization

if important for the attitude of the own organization.
“[company name], which had the big cyber attack that
disabled their entire global operations for about ten
days.” – [NED2].

Reporting Structure What does the security reporting structure look like? “We used to have a federated model [...] where, for
example, the Cyber Team in [European Country] only had
a dotted line to me and not a hard line, and we made the
flip two years ago to move all of the cyber resources in
Europe into my team to create like a vertical.” – [CISO2].

Security Budget/Investment Any budgeting of security, any investment decision taken (or not taken). “So for me, investment in technology biggest, biggest,
biggest issue.” – [EX6].
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