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Abstract—The effectiveness of natural language privacy poli-
cies continues to be clouded by concerns surrounding their
readability, ambiguity, and accessibility. Despite multiple design
alternatives proposed over the years, natural language policies
are still the primary format for organizations to communicate
privacy practices to users. Current NLP techniques are often
drawn towards generating high-level overviews, or specialized
towards a single aspect of consumer privacy communication;
the flexibility to apply them for multiple tasks is missing.
To this aid, we present PolicyPulse, an information extraction
pipeline designed to process privacy policies into usable formats.
PolicyPulse employs a specialized XLNet classifier, and leverages
a BERT-based model for semantic role labeling to extract phrases
from policy sentences, while maintaining the semantic relations
between predicates and their arguments. Our classification model
was trained on 13, 946 manually annotated semantic frames,
and achieves a F1-score of 0.97 on identifying privacy practices
communicated using clauses within a sentence. We emphasize
the versatility of PolicyPulse through prototype applications
to support requirement-driven policy presentations, question-
answering systems, and privacy preference checking.

I. INTRODUCTION

Privacy policies detail how user information is collected,
used, secured, and shared by organizations [48], [74]. As such,
they are vital documents that aid users in understanding data
access and manage their privacy. However, the current state
of privacy policies, characterized by their lengthy, compli-
cated, and ambiguous nature, continues to pose challenges
for users [39], [49], [29], [28]. Researchers have put forth
alternative designs and recommendations aimed at making
privacy policies more accessible. These include the use of
short notices [31], [63], multi-layer policies [20], and graphical
representations [32], [40]. However, these approaches often
face challenges due to ambiguity and limited adoption [44],
prompting researchers to explore Natural Language Processing
(NLP) solutions that can effectively work with natural lan-
guage policies [59].

NLP plays a crucial role in the privacy domain, with
applications including paragraph classification [34] and clus-
tering [53], [46], and keyword extraction [58]. However, tasks

such as control choice detection and compliance checks often
require labor-intensive efforts in creating task-specific anno-
tated data corpora [55], [73], [14]. Despite the considerable
attention policy text classification has received [59], [7], [34],
[51], [50], particularly using the OPP-115 corpus [67], it is
rarely combined with information extraction tasks. We identify
this gap and aim to provide a platform that can enable granular
information extraction from privacy policies that can help in
achieving usable and comprehensible privacy policy design.

To achieve this goal, we introduce PolicyPulse, an approach
that combines automated classification with transformer-based
semantic information extraction. Unlike traditional methods
that operate at the sentence level, PolicyPulse dissects natural
language policies into granular components and labels privacy-
relevant components based on their semantic role. At the
same time, this approach preserves the semantic relationships
between predicates and their respective arguments within a
sentence. The knowledge base generated using PolicyPulse
can be leveraged to automatically generate alternative pol-
icy designs, and create customized & usable summarization,
among others, without necessitating additional involvement
from policy authors. PolicyPulse applies a BERT (Bidirectional
Encoder Representations from Transformers)-based model for
semantic role labeling and utilizes two XLNet classifiers
arranged serially to identify relevant sentence clauses. It then
proceeds to encode generic language semantic roles into
privacy-specific roles related to information collection, usage,
sharing, retention, and user control & access. The granularity
enables extraction of relationships between data types, collec-
tors, and purposes, supplemented with rich annotations such
as user-triggered actions, opt-in/opt-out, user control methods,
location specifics, sharing terms & consequences, and data
retention periods.
Through this work, we make the following significant contri-
butions:
1. We present PolicyPulse which contextualizes English lan-
guage privacy policies using semantic frames. It has achieved
a F1-score of 0.97 for information categorization.
2. PolicyPulse has multifaceted usable applicability such as
to develop applications for policy completeness checks, de-
signing alternative presentations (short notice, nutrition labels),
automated query answering, and user preference checking.
3. We manually annotate a corpus of 13, 946 semantic frames
using which we provide frame-level classification of 129, 856

Network and Distributed System Security (NDSS) Symposium 2025
24-28 February 2025, San Diego, CA, USA
ISBN 979-8-9894372-8-3
https://dx.doi.org/10.14722/ndss.2025.240916
www.ndss-symposium.org



policies to analyze complexity in sentence composition.
4. We also provide a mapping from generic natural language
predicate arguments to privacy-specific roles for 146 com-
monly used verbs in privacy policies, and five data practice
categories. This mapping allows for a granular capture of
relationships between actors, actions, purposes, triggers and
consequences, often embedded in policies through the use of
nuanced language semantics.

In the remainder of the paper, we present related work and
background in Section II, highlighting gaps in the current state
and positioning PolicyPulse as a solution aimed at addressing
them. Through Section III, we present the methodology and
evaluation process utilized to develop PolicyPulse. Section IV
presents observed tendencies in privacy policies analyzed
using PolicyPulse, followed by a discussion on potential ap-
plications in Section V. Finally, we present limitations with
references to future work in Section VI and conclude in
Section VII.

II. BACKGROUND & SITUATING POLICYPULSE

Privacy policies are legal documents primarily designed to
convey user-centric information about an organization’s usage
and access to their data [74], and ensure compliance with
relevant regulations [25]. Yet, privacy policies face several
challenges that hinder the general public from effectively
utilizing them. Primary among these obstacles are concerns re-
garding readability [66], [39], [49], [29], [28], ambiguity [57],
[56], [45], and accessibility [39], [37], [33] of information.
To address this, there has been prior applications of natural
language processing (NLP) aimed at mitigating the chal-
lenges posed by privacy policies. NLP has found diverse and
valuable applications in the privacy policy domain including
information extraction [36], [9], content summarization [71],
automated query answering [60], text classification [68], [47],
[67], and text alignment [53], [46].

Intersection of NLP and privacy policies have seen substan-
tial advancement in automated policy text classification [59],
[7], [67]. These encompass domain-specific embeddings, neu-
ral networks, deep learning models, and transformer-based
models [51], [50]. Automated classification is applied to obtain
a high-level overview of a policy, as exemplified by Harkous
et al. [34], who used classifiers to identify data types and
purposes, and created graphical visualizations of such infor-
mation. Despite the strengths, it primarily uses paragraph-level
classification, which limits its ability to achieve the granularity
needed for extracting phrases related to specific privacy policy
roles and precise semantic matching.

In the effort to extract vital policy-specific information,
Bhatia et al. developed a lexicon of personal information
types by identifying noun phrase chunking patterns from 15
human-annotated privacy policies [15]. Similar approaches
that focus on extracting data types, entities, and purposes,
have resulted in tools such as PolicyLint [9], PoliCheck [10],
and OVRseen [65]. These tools find utility in linking data
types and entities, identifying contradictions within privacy
policies, and aligning privacy policy statements with observed

data collection practices. Similarly, Cui et al. utilized Named
Entity Recognition (NER) to identify collected data, entities
collecting information, served purposes, and subsumption re-
lations, thus aggregating the information dispersed across a
policy [26]. These extracted entities provide concise informa-
tion, but needs detailed and accompanying textual descriptions.
Hence, to enhance information extraction, we use Semantic
Role Labeling (SRL) for parsing long and complex phrases.
This approach includes details about user-triggered actions,
user-controllable practices, data retention processes, and user
data access levels.

For semantic analysis, Bhatia et al. manually coded seman-
tic frames in 202 statements from five privacy policies, result-
ing in 17 semantic roles and 281 instances of data actions [16].
Their work was eventually extended with 15 manually an-
notated privacy policies [17]. While specialized approaches
exist that use syntax-driven semantic analysis methods to
construct partial ontologies, and context-free grammar for
inferring semantic relations [35], deep learning and NLP
can facilitate automated methods for improved and scalable
extraction of semantic frame representations of policies, and
enable large-scale analysis. Shvartzshnaider et al. proposed
information extraction through semantic role labeling using
domain-specific rule-based heuristics to include information
for a predefined list of verb predicates [62]. In the NLP
domain, Zhang et al. has demonstrated that utilizing keyword-
based or syntactic patterns on SRL for querying can be used
for argument extraction [72]. Among previous applications
of SRL in the privacy domain, PurPliance [19] has utilized
it to handle lengthy and complex phrases within purpose
clauses. These predicates are mostly limited to first-party
collection and use of data and rarely include information
beyond the highly coupled application-specific requirements.
By incorporating semantic analysis with frame classification
and mapping predicate-specific arguments to broader domain-
specific roles, we aim to further generalize policy processing
with NLP and realize a platform that can support a wider
array of tasks. This will make the platform more versatile and
effective for various applications without requiring additional
efforts in specialized corpus creation.

Bannihatti et al. developed a corpus of 236 website privacy
policies to automate the extraction of opt-out statements [14].
Granular extraction of privacy-specific artifacts, however, can
also be achieved without the need for specialized corpus cre-
ation. Such scalable corpus can improve other areas including
information alignment [53], [46] and potentially enhancing
the specificity of responses in query-answering systems [60].
Automated generation of usable policy formats using such
a corpus will help improve wider adoption, which other
machine-readable formats such as P3P [24] and similar ini-
tiatives [11], [13], [18], [38], [30] have struggled with due to
complexities and scalability issues [23]. In such, alternative
designs for privacy policy representation [31], [63], [20] can
also benefit much from a real-time generation using such
generic knowledge bases. Through PolicyPulse we offer a
more granular characterization of policy texts with privacy
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Fig. 1. Overview of privacy-specific role extraction in PolicyPulse

specific roles showing its effectiveness with scalable corpus.
Alongside collector, data type, and purpose information, we
include and associate details such as user-triggered actions,
practices controllable through user controls and choices, the
data retention process, and the access levels granted to users
for their data.

III. PRIVACY ROLE EXTRACTION

In PolicyPulse1, we apply a BERT-based model to facilitate
role extraction from semantic frames—cognitive structures
designed to encapsulate distinct scenarios, situations, or con-
cepts. We categorize the semantic frames using a two-level
classification architecture. In the first level we determine the
frame’s privacy-specific relevance. If the frame is deemed
relevant, it is then further categorized into a privacy practice
category. Depending on this category and the action verb in the
frame, semantic roles are extracted, which are then translated
into privacy roles—privacy-specific data entities. An overview
of this process is illustrated in Figure 1.

A. Semantic Role Labeling

SRL is a NLP task that involves identifying the roles that
different words play in a sentence, or a clause, with respect to a
specific predicate [43]. For example, in the clause “We collect
location information,” SRL would identify ‘We’ as the agent
(doer) of the ‘collect’ verb (action), and ‘location information’
as the object of the action. In this context, the clause is also
referred to as a frame, and the identified components (doer
and object in the example) are the roles (arguments) played
by words/phrases in the frame with respect to the predicate’s
meaning. Role identification in SRL is centered around a
predicate (mostly verb), which could be the main predicate
of a sentence, or a secondary predicate appearing in a clause.

SRL Bert is a state-of-the-art semantic role labeling
model [61] that leverages the BERT architecture, and

1The data from this project is made available at https://github.com/crisp-
du/ppevo

capitalizes on the contextualized embeddings provided by
BERT [45]. We utilized the trained model provided in the
AllenNLP platform [1], without applying any modifications.
SRL model training in AllenNLP is based on SRL annotations
available in the English PropBank corpus [52]. The corpus
offers semantic role annotation samples for roughly 50, 000
predicates (1, 118 verbs), as well as role definitions for each
of the predicates, denoted by numbered arguments, with each
number corresponding to a distinct role based on predicate
usage. While there may be nuances in PropBank roles depend-
ing on the verb and sentence context, the core definitions for
each numbered argument can be found in Appendix B. SRL
is pivotal to enhance the granularity of information extracted
from a privacy policy. Using SRL Bert, we are able to extract
the semantic frames, and the roles within, in a given privacy
policy document. However, to limit the scope of analysis
to privacy-specific categories, we prune the set of extracted
frames before analyzing the roles in a frame. The pruning is
performed using a XLNet classifier, as discussed next.

B. Frame Classification

We process each extracted frame from a policy document
to identify if a frame relates to a distinct privacy practice
category. For privacy practice categories, we use OPP-115,
a corpus of 115 website policies annotated with 12 high-level
data practice categories [67]. Please refer to Appendix A for
brief descriptions of all the categories in the OPP-115 corpus.
Among the 12 high-level categories in the OPP-115 corpus, we
decided to categorize frames with 5 specific categories—First-
Party Collection/Use (FPCU), Third-Party Sharing/Collection
(TPSC), User Choice/Control (UCC), User Access, Edit, and
Deletion (UAED), and Data Retention (DR). We collectively
refer to these categories as the KEEP category. Our decision
to prioritize the aforementioned 5 categories is rooted in the
complexity of their language, often entailing multiple concepts
within a sentence. This complexity necessitates a breakdown
of information and categorization of extracted granular details
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to ensure direct alignment with the fundamental aspects of
privacy practices.

We excluded the Do Not Track (DNT), Data Security (DS),
Policy Change (PC), Privacy Contact Information (PCI), and
International Specific/Audience (ISA) categories. In our initial
analysis, we found that these categories represent a small
portion of a policy, with concise sentences providing complete
information. On average, PC and PCI account for less than
3%, DNT less than 0.3%, and DS and ISA less than 5% of
sentences. Given their small presence, using our information
extraction pipeline, which aims to extract concise relevant
information from large volumes of text, would be redundant.
Omitted categories such as DNT and DS often convey infor-
mation in brief sentences with simpler language. PolicyPulse’s
in-depth extraction may be perceived as unnecessary for such
cases, as the information is readily apparent. Additionally,
Introductory/Generic (IG) categories are excluded due to their
broad nature and lack of clear relevance to privacy concepts.
These categories are more grounded in their inclination to-
wards more organization-centric facets and encompass topics,
which, while significant, do not depict the core essence of
user-centric privacy concerns [67]. The chosen five categories
comprehensively encompass aspects of data collection, usage,
sharing, and control. The language used in policy paragraphs
often blurs the boundaries between these practices, making
the semantic frame-level analysis crucial. PolicyPulse excels
in this regard by providing granularity, facilitating the disam-
biguation of distinctions that might be challenging for other
models like Polisis.

1) Frame Category Annotation: In order to effectively train
and evaluate a frame classification model, it is imperative that
we have access to sample frame annotations. We utilized SRL
Bert [61] on each of the 10, 717 policy sentences extracted
from the OPP-115 corpus to generate 48, 783 semantic frames.
As roles within each frame are governed by their association
to a specific verb, we organized the frames for annotation by
grouping them according to the associated verb. We identified
a total of 929 unique verbs within the frames from the corpus.
Following a manual verification process, we determined that
146 of these verbs are associated with the 5 privacy practice
categories. Through elimination of unrelated verb frames, we
arrived at a final count of 13, 946 frames for annotation. We
excluded verbs like “can,” “be,” etc., which do not convey
actions describing specific privacy concepts. The rationale for
focusing on privacy-specific actions was to map the generic
PropBank argument definitions to privacy-specific roles, as
discussed in Section III-C. In addition to the selected five
categories, we also introduced a SKIP category to eliminate
noise at a granular semantic level encompassing:
1. Frames belonging to excluded OPP-115 categories, namely
DNT, DS, PC, PCI, ISA, and IG. As detailed in Section III-B,
thorough extraction from these categories is deemed unneces-
sary for our use case. Among 13, 946 frames manually anno-
tated by us, only 0.029% are DNT, 0.366% DS, 0.272% PC,
0.165% PCI, 0.968% ISA, 0.179% IG, all of which are marked
as SKIP.

2. Frames that are deemed incomplete, ambiguous, or contain
incoherent information are marked as SKIP. For instance,
a semantic frame like ‘[ARG0:We][V:collect]’ is considered
incomplete as it lacks a subject and is marked SKIP. Approxi-
mately 72.60% of frames fall into this category. This indicates
that only a small portion of the semantic frames in a policy,
relative to the total number of frames, contains information
relevant to FPCU, TPSC, UCC, UAED, and DR. However, a
high percentage of SKIP frames does not mean we discard the
information entirely, as a sentence can contain multiple frames,
some of which may capture relevant information. For example,
consider the sentence: “If you have granted us access to your
Facebook or Twitter account by linking, you can disconnect
the link by logging into your account, accessing your profile
and clicking the Facebook or Twitter icon to disconnect.”
This sentence contains six semantic frames, one for each
verb. However, not all frames are complete; for instance,
‘[V:disconnect]’ or ‘[V:linking]’ lack linked roles. Addition-
ally, a frame like ‘[V:clicking] [ARG0:the Facebook or Twitter
icon] [ARGM-PRP: to disconnect]’ might be considered in-
coherent. Hence, apart from one valid frame, ‘([ARGM-ADV:
If you have granted us access to your Facebook or Twitter
account by linking,] [ARG0: you] [ARGM-MOD: can] [V:
disconnect] [ARG1: the link] [ARGM-PRP: by logging into
your account, accessing your profile and clicking the Facebook
or Twitter icon to disconnect.])’, all other frames are marked
as SKIP in this instance to reduce noise, and capture relevant
semantic information. About 32% of all the sentences only
consist of SKIP frames, which can be considered entirely made
of irrelevant frames and can be filtered out.

We labeled the frames with either one of the designated five
categories, or SKIP. The frames were annotated by a trained
researcher with over 3 years of experience in annotating
privacy policies and verified by two additional annotators
with more than 5 years of experience each. This annotation
produced the following distribution of frequencies across the
various categories: SKIP with 10, 401 instances, FPCU with
1, 417 instances, UCC with 556 instances, TPSC with 1, 230
instances, DR with 160 instances, and UAED with 182 in-
stances. The high frequency of the SKIP category suggests that
relatively only a small portion of clauses within policy texts
convey details related to primary privacy practice categories,
which we aim to extract.

2) Model Training: We chose XLNet [70] as the foun-
dation for our automated frame classifier. Our decision to
use XLNet was based on preliminary experiments where it
outperformed BERT-based models and traditional classifiers in
paragraph, segment, and sentence classification tasks, partic-
ularly excelling in frame classification. Our preliminary work
showed that a one-layer XLNet sentence classifier covering
all categories achieved a 93% precision and 95% recall [4],
[5]. Additionally, XLNet has demonstrated exceptional perfor-
mance compared to other models like BERT, particularly with
respect to privacy policies [50], [51], [4], [5]. We explored
six different approaches to build the classifier, four of which
differ in the structure of training input, while the other two
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Frame
Frame with

sentence context
(FSC)

FSC with
custom attn. mask

FSC
augmented

FSC
augmented
(ensemble)

FSC
augmented
(two-level)

Category pr re f1 pr re f1 pr re f1 pr re f1 pr re f1 pr re f1
SKIP 0.96 0.90 0.93 0.94 0.93 0.93 0.85 0.95 0.89 0.95 0.90 0.92 0.95 0.92 0.93 0.99 0.98 0.98
FPCU 0.67 0.83 0.72 0.56 0.64 0.56 0.29 0.43 0.33 0.70 0.76 0.72 0.78 0.82 0.79 0.92 0.95 0.93
TPSC 0.70 0.77 0.70 0.59 0.71 0.59 0.38 0.36 0.34 0.70 0.79 0.74 0.75 0.84 0.79 0.92 0.94 0.93
UAED 0.36 0.10 0.15 0.37 0.18 0.20 0.22 0.18 0.16 0.75 0.97 0.84 0.62 0.70 0.65 0.93 0.93 0.92
UCC 0.74 0.79 0.74 0.52 0.61 0.56 0.31 0.30 0.29 0.78 0.96 0.86 0.74 0.80 0.76 0.93 0.93 0.93
DR 0.25 0.23 0.24 0.50 0.33 0.32 0.39 0.18 0.23 0.71 0.99 0.83 0.64 0.68 0.65 0.89 0.95 0.92
macro avg 0.61 0.61 0.58 0.58 0.57 0.53 0.41 0.40 0.37 0.77 0.89 0.82 0.74 0.79 0.76 0.93 0.95 0.94
weighted avg 0.88 0.86 0.86 0.84 0.86 0.84 0.72 0.80 0.74 0.89 0.88 0.88 0.90 0.89 0.89 0.97 0.97 0.97

TABLE I
XLNET NESTED CROSS-VALIDATION PERFORMANCE SCORES FOR DIFFERENT FRAME CLASSIFICATION TRAINING METHODS. PR: PRECISION, RE:

RECALL, F1: F1-SCORE

uses two instances of XLNet. The evaluations employed a
10-fold cross-validation approach, utilizing a 9:1 train:test
split ratio. The training and test data sets were maintained
consistently across all methods. For each configuration, the
XLNet model was trained for 6 epochs, utilizing a random
9:1 train:validation split on the training data set. We chose
a 6 epoch training duration as, beyond this, validation loss
rises while training loss still decreases, suggesting overfitting
to training data. Following 6 epochs per fold, the optimal
model (selected via validation loss) was tested, providing 10
performance estimates that we average for a final value.

3) Performance Evaluation: The average precision (pr),
recall (re), and F1-score (f1) of all the methods are shown
in Table I. The initial approach used only the frames’ text as
input for model training (‘Frame’ column of Table I). While
achieving a strong F1-score of 0.93 for the SKIP category,
performance was notably low for other categories. Particularly,
the UAED and DR categories exhibited F1-scores of only
0.15 and 0.24, respectively. Sentence context can significantly
influence the frame category. Therefore, we next explored two
methods to introduce such contexts in the model–(i) ‘Frame
with sentence context (FSC)’: frame text combined with the
sentence, and (ii) ‘FSC with custom attn. mask’: same as the
previous but with addition of a custom attention mask for
the XLNet input layer. The attention mask assigns a value
of 0 to sentence phrases that are not present in the frame.
Both methods show improved precision for the DR category,
but there is an overall precision drop in all categories for
method (ii). Method (i) also did not yield much performance
improvement.

Variation in category performance shows influence of in-
stance frequency during training. This is particularly apparent
in the consistent superior precision and recall of the SKIP
category, which has the highest instance frequency. To tackle
this, we leveraged the capabilities of the textaugment [3]
library to generate various versions of training instances for
the infrequently occurring categories of UCC, UAED, and DR.
This involved both synonym replacement and context-based
word substitution. We did upheld consistency in performance
comparison by preserving the integrity of the testing set
(no synthetic data). ‘FSC augmented’ demonstrates XLNet’s
performance when trained on frame text alongside sentence

Category pr re f1
LEVEL 1

SKIP 0.99 0.98 0.98
KEEP 0.93 0.96 0.94
macro avg 0.96 0.97 0.96
weighted avg 0.97 0.97 0.97

LEVEL 2
FPCU 0.98 0.98 0.98
TPSC 0.99 0.98 0.98
UAED 0.98 0.98 0.98
UCC 0.98 0.98 0.98
DR 0.96 0.97 0.96
macro avg 0.98 0.98 0.98
weighted avg 0.98 0.98 0.98

TABLE II
XLNET NESTED CROSS-VALIDATION PERFORMANCE SCORES FOR LEVEL
1: SKIP-KEEP BINARY CLASSIFICATION AND LEVEL 2: FPCU, TPSC,

UCC, UAED, AND DR CLASSIFICATION WITHIN KEEP FRAMES. PR:
PRECISION, RE: RECALL, F1: F1-SCORE

context, with synthetically generated training instances for low
frequency categories. This approach proved to be effective in
distinguishing between closely related frame categories such
as UCC and UAED, or FPCU and TPSC, where differentia-
tion is often challenging. Notably, precision and recall also
remained consistent regardless of the category.

The disparity in the F1-scores, especially between SKIP
frame identification and the rest (KEEP category), indicates
the need to better discriminate between them. This prompted
us to explore a two-level approach. The first level performed a
binary classification to identify SKIP vs. KEEP frames, and the
second level predicted the practice type from the five selected
categories for KEEP frames. The two levels are realized as
two XLNet models, both models trained to classify frames
with sentence context. To ensure balance in instance counts,
the low-frequency categories were augmented to match the
instance count of the highest-frequency category.

Table II shows the independent performance of the first and
second levels. The division between SKIP classification and
practice type classification improved the overall performance.
The second level attained a macro average F1-score of 0.98,
while the first level achieved a macro average F1-score of
0.96. The first level has a slightly lower performance when
identifying KEEP frames in comparison to SKIP. This decline
is reflected in the recall for non-SKIP categories when the two
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Role Description
DATA Information about individuals, users, or subjects, which may include personal, sensitive, or non-personal information
FIRST_PARTY_ENTITY The organization directly interacting with users, responsible for data collection and use
THIRD_PARTY_ENTITY An external organization or entity in collaboration with the first-party entity
MECHANISM The procedures and methods used by first-party or third-party entities to gather user data
PURPOSE The specific reason for data collection, use and sharing
SHARING_TERMS The conditions and agreements that govern the sharing of user data with third parties
USER_TRIGGER Actions or events by users that may trigger data collection, use, or sharing
OPT_IN_MECHANISM A method or process by which a user can provide explicit consent for the collection or use of their data
OPT_OUT_MECHANISM A method or process by which a user can choose to decline or stop the collection or use of their data
CONSEQUENCE The potential outcomes or effects of user choices or actions
USER_MECHANISM The methods and processes available to users for accessing, editing, and deleting their data
USER_OPERATION The actions permitted for users to control their data, including access, edit, delete, or management of subsets
RETENTION_PROCESS The procedures and methods followed by the organization for the storage and management of user data over time
RETENTION_TERMS The specified terms and conditions that dictate how long user data will be retained by the organization
TIME_PERIOD A defined duration specifying how long user data will be retained by the organization
LOCATION The physical or digital location of a particular action; the action can be collection, use, or sharing of data

TABLE III
PRIVACY-SPECIFIC ROLES MAPPED FOR FRAME ARGUMENTS IDENTIFIED BY SEMANTIC ROLE LABELING

models are sequentially used, shown in the ‘FSC augmented
(two-level)’ column of Table I. Despite the reduction, this
method yielded the highest performance, with a weighted
average F1-score of 0.97, along with consistent precision and
recall above 0.92 for all categories, except for DR with a
precision of 0.89.

We also attempted to merge the two models into a single
model. This involved adding an extra hidden layer in XLNet
that collects the output from both models’ hidden layers,
and calculating their average. However, this resulted in im-
balanced performance again, evident in the ‘FSC augmented
(ensemble)’ column of Table I. Based on this, we opted for
the two-level architecture as the method of choice. In this
configuration, the first model decides between SKIP or KEEP.
If KEEP is predicted, the practice type is determined by the
second model. We retrained each model using the entire data
set, including augmentation for low-frequency categories.

C. Mapping Privacy Specific Roles

In the next phase of our method, we mapped the generic
PropBank semantic frame argument definitions to privacy-
specific roles. During the frame annotation process, we iden-
tified 146 verbs that relate to relevant practice definitions.
We examined the verbs and their PropBank arguments, and
for each verb, we analyzed the roles that each argument
assumes within the context of a frame’s category. We then
proceeded to rename these arguments with a privacy-specific
nomenclature, considering only the frame categories observed
for a particular verb during frame category annotations. For
instance, the verb ‘share’ has frames labeled as either FPCU
or TPSC. Consequently, we created two distinct sets of roles
for the PropBank arguments associated with the ‘share’ verb,
one for FPCU and another for TPSC. The mapping is created
through manual evaluation of each semantic frame for the
146 verbs. For example, in an FPCU frame like ‘[ARG0:
The Company] [V: collects] [ARG1: personal information]
[ARGM-MNR: through cookies]’ for the verb ‘collect’, we
observe that ARG0 maps to FIRST PARTY ENTITY, ARG1

to DATA, and ARGM-MNR to MECHANISM. If ARG0 rep-
resents FIRST PARTY ENTITY in most FPCU frames with
the ‘collect’ verb, then we include an entry mapping ARG0
to FIRST PARTY ENTITY for the ‘collect’ FPCU category.
Similar observations are made for each frame, and based
on predominant trends across verb categories, we compile a
Propbank to privacy-specific roles map (Appendix B). Table III
shows the privacy-specific role labels we have created for the
arguments. Each of the 146 predicate verbs is associated with
a subset of these roles depending on the category assigned to
a semantic frame.

IV. FRAME SPECIFIC POLICY COMPOSITIONS

We applied our methodology to policies in the Princeton
Privacy Crawl (PPCrawl) corpus, a collection of 1, 071, 488
English language privacy policies from 130, 604 different web-
sites, ranging from 1997 to 2019 [8]. We aim to derive granular
generalized and representative insights from our analysis, and
thus chose the most recent policies in PPCrawl for each of
the 130, 604 organizations. We utilized AllenNLP’s SRL Bert
on each sentence within every policy to generate the semantic
frames. AllenNLP failed to generate frames for 748 policies
due to library errors when encoding the text for those select
policies. Consequently, our analysis proceeded with a data
set comprising of 129, 856 policies. We then use our frame
classification model to categorize the frames as either KEEP
or SKIP frames which was followed by categorizing the KEEP
frames into one of the five selected privacy practice categories.
Recall that SKIP does not mean the entire policy sentence is
discarded; rather, only the part of the sentence irrelevant to the
chosen primary categories is skipped. After classification, we
employed our verb-dependent privacy-specific role mapping
to extract phrases related to privacy roles. We present below
our observations from the analysis conducted on the selected
policies at each phase of the information extraction pipeline.

Sentence Packaging: We note that the 129, 856 policies
have a total of 8, 964, 331 sentences, with an average of nearly
70 sentences in a policy. SRL Bert extracted 39, 702, 767
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Fig. 2. Left: number of total and KEEP frames in the policies, and Right:
Total number of frames against KEEP frames across all the policies; frame
count capped at the 90th percentile value

semantic frames from these sentences. We observed an average
of ≈ 305.744 semantic frames per policy, with 25% of policies
having over 403 frames, and some reaching up to 6, 148
frames. Semantic frames are mental structures aiding language
comprehension. When a text contains numerous frames, it
raises the cognitive load for readers, which can contribute
to comprehension difficulties often encountered with privacy
policies. This is difficult to mitigate in traditional policies due
to the lack of mechanisms for filtering information based on
preferences. We observed that, on average, the ratio of the
number of semantic frames to the number of sentences in a
policy is 4 : 1. However, this ratio can also reach higher values,
such as 14 : 1 observed in the case of clothing-dropship.com in
the year 2016. This implies that readers, on average, encounter
four times more frames than sentences. A 75th percentile value
of 4.8 suggests that this holds true for most website policies.

Privacy-specific Relevance: We observed that our classi-
fier identifies less than 82 KEEP semantic frames for 95% of
the policies. Relative to the total number of frames, number
of KEEP semantic frames does not increase correspondingly.
On average, we observed 30 KEEP semantic frames per
policy as compared to an average of ≈ 306 total frames
per policy. Out of a total of 39, 702, 767 semantic frames,
merely 3, 969, 914 frames are not discarded. We infer from
these observations that a minimal portion of the semantic
information in a policy suffices for extracting information
related to the roles described in Section III-C. Figure 2 (left)
shows the number of total frames and KEEP frames in policies,
sorted by total frames on the horizontal axis. We also observed
that the total number of frames in a policy does not influence
the total number of KEEP frames. Figure 2 (right) plots, for
each policy, the number of KEEP frames against the total
number of frames. The color map represents the ratio of
the number of KEEP frames to the total number of frames.
The color map and plot shows that for higher number of
total frames, the ratio of identified KEEP frames decreases as

Category Mean Std. Dev. Q1 Q2 (Median) Q3
FPCU 47.989 16.566 38.235 48.889 57.143
TPSC 32.549 16.654 22.034 31.579 40.625
UCC 12.604 9.344 6.667 12.121 17.778
UAED 2.270 5.203 0.000 0.000 3.030
DR 4.589 6.541 0.000 2.041 7.692

TABLE IV
PRACTICE TYPE COMPOSITION STATISTICS FOR KEEP FRAMES

the total number of semantic frames in the policy increases.
Relatively, policies with lower number of semantic frames
have a higher proportion of frames retained. Thus, practice-
specific information is dispersed over a relatively smaller
portion of a policy’s text.

Categorical Composition: The next phase of our analysis
is to investigate the trend of frame practice type composition.
For each policy, we computed the percentage of each practice
type category among all the KEEP frames in the policy.
Table IV shows that, on average, nearly 48% of the KEEP
frames are FPCU, followed by TPSC with an average of
33%. The 75th percentile value (Q3) for FPCU implies that
nearly a quarter of the policies have more than 57.143%
of their KEEP frames labeled as FPCU. Relative to other
categories, FPCU and TPSC information have higher presence
in terms of semantic information. We observed that 25%
of the policies have more than 18% of their KEEP frames
labeled as UCC. Additionally, the quartile values for UCC
frames indicate that policies communicate user control and
choice information to users in some capacity. However, DR
and UAED frames are missing in 25% of the KEEP frames.
The median for UAED indicates that access, edit, and delete
semantic frames are absent in 50% of the policies. The rest
of the policies have a relatively low portion of UAED frames,
indicating this category to be the most under-addressed at the
lowest granular composition level of policies.

Categorical Semantic Correlation: Sentences featuring
frames within a consistent practice category foster a cohe-
sive context, whereas transitions between distinct practice
categories can prompt contextual shifts, potentially posing
challenges to users. Using the second-level of our frame
classifier, we found that 66.25% of sentences have frames
from one practice type, 28% have two, 5.11% have three,
and the rest include 4 to 5 practice types. We investigated
the relation between different categories of semantic frames
with a co-occurrence matrix. We selected sentences with two
or more frames with unique categories, and computed a co-
occurrence matrix. To normalize the co-occurrence matrix, we
divided each column by the corresponding diagonal element,
which represents the number of frames for each category. The
resulting matrix is presented in Figure 3, where each value
indicates the proportion of a given category (vertical labels)
co-occurring with other frame categories (horizontal labels).

The FPCU column indicates that all other categories rely
heavily on FPCU semantics to form the context of their
communication. While this reliance may seem necessary, it can
also lead to oversight due to information density. For instance,
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among sentences with more than one unique semantic frame
category, 63% of DR frames and 66% of TPSC frames co-
occur with FPCU frames. This co-occurrence may result in
overlooking statements about data storage or sharing, as they
are surrounded by first-party collection. Ambiguity is another
potential drawback of such grouping, especially for high co-
relation categories such as TPSC and FPCU, and, UAED
and UCC. 47% of UAED frames share a sentence with UCC
frames, which may create ambiguity for users to distinguish
between opt out controls, and mechanisms for data deletion.

V. POTENTIAL APPLICATIONS

A fine-grained information extraction pipeline on a privacy
policy can facilitate multiple use cases towards automated
analysis and presentation of such policies. In this section,
we consider few such use cases to demonstrate the generic
applicability of the proposed approach. Most of these use cases
are motivated from past works in usable privacy policies. We
demonstrate how the semantic roles extracted from a policy
can be subjected to a few additional processing steps, thereby
serving as the building block for such applications. We note
that the discussion below is presented to exemplify potential
utility of our SRL-based approach, and does not delve deeply
into implementation-specific challenges.

A. Policy Completeness

A privacy policy is expected to convey information along
multiple dimensions, ranging from data collection and sharing,
to user rights and regulatory compliance. However, most
policy writers, intentionally or otherwise, produce a pol-
icy that is incomplete in terms of the expected coverage
of information. To illustrate this, we focus on the num-
ber of policies lacking specific roles that should ideally
be communicated in the context of the frame’s category.
For instance, a FPCU frame is expected to contain phrases
with the PURPOSE role, among others. Figure 4 displays
the percentage of policies missing roles for each practice
category and shows that most policies communicate DATA-
related information in the context of FPCU, TPSC, and DR.

However, a significant portion of DR frames lack information
with respect to the terms of retention (RETENTION_TERMS),
period of retention (TIME_PERIOD), and process of retention
(RETENTION_PROCESS). In nearly 50% of the policies,
UAED semantic frames often do not explicitly mention the
DATA accessible and editable by users. Approximately 60% of
the policies fail to convey the USER_MECHANISM for access,
edit, and deletion, and 90% of the policies do not specify the
LOCATION associated with the USER_MECHANISM.

Both FPCU and TPSC frames often contain PURPOSE
information, but policies frequently fail to communicate the
SHARING_TERMS associated with third-party information
sharing. The MECHANISM for both first-party and third-party
collection is absent in nearly 40% of the policies. Furthermore,
approximately 20% of the policies do not explicitly mention
the USER_TRIGGER, which represents user actions treated
as consent for data collection and use. User choice and
control related KEEP frames are observed to be quite efficient
in communicating the OPT_OUT_MECHANISM, with around
20% of the policies lacking this information. However, nearly
75% of the policies do not specify the CONSEQUENCES of
either opting in or out. Consequently, they fail to elaborate
on the benefits or disadvantages that a user may experience
when utilizing the provided controls. A SRL-based analyzer
such as PolicyPulse can aid a policy writer in highlighting
these gaps, and provide automated feedback on writing a more
complete privacy policy.

B. Requirement Driven Policy Presentation

Summarization methods can condense a privacy policy to
critical points and encapsulate the most important content.
In past works, the process of summarizing policies begins
by formulating a set of inquiries that the summary aims to
address. This can be achieved through either a graph-based
approach, which extracts specific entities with named-entity
recognition (NER) and syntactic parsing, such as collector,
data type, their relationships, and purposes [26]; or by employ-
ing a classification-based approach to assess risk levels [71];
or categorize policy texts using low-level attribute class labels
from OPP-115 [34]. These approaches are shaped by the
objective and may require additional effort to meet a concerned
party’s specific requirements. In the following sections, we
present methods and observations gained from our efforts
to generate variations of policy presentation from semantic
frames.

1) Short Notice:: The Federal Trade Commission (FTC)
and various organizations have supported the idea of making
privacy notices more concise and clear [21]. Short notices are
seen as an effective means to convey essential information to
consumers without overwhelming them [31], [63]. We employ
our categorized semantic frames to automatically generate a
brief summary from the complete text of a privacy policy.
Method: For short policy format, we emphasize information
collection, sharing, selling, and storage practices, inspired
by the design used by Gluck et al. [31]. We extract DATA
phrases from FPCU frames for information collection, utilize
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THIRD_PARTY_ENTITY role phrases from TPSC frames
for third party collector, and gather retention information
from DR frames. The extracted information is then presented
in accordance with the short notice format.
Result: Figure 5 presents phrases from Yahoo’s 2018 pri-
vacy policy that describes collected information, third-party
entities with whom information is shared, and the retention
policy. Through a quick read, a user can get acquainted
with these practices. Additionally, if we incorporate the UCC
and UAED frames, we can communicate relevant information
to the user about the option to edit or delete information and
preferences for marketing. The category and granularity of the
role label aids in extracting and presenting this information.
Since the extracted information remains unaltered, it can be
readily aggregated into various forms, including normalization
using regular expressions (as proposed by Cui et al. for
PoliGraph [26]), or by employing keyword extraction libraries
such as pke [2]. The short notice can also integrate deeper
exploration of specific sections in the notice by leveraging the
links retained by PolicyPulse between the extracted informa-
tion and statements in a policy. For example, Figure 5 shows
an expanded notice related to data sharing with non-affiliated
companies. The expanded information can offer additional
details to the user when needed, overcoming the limitations
of static short notices where important information might be
excluded [31]. Additionally, highlighting role labels within
sentences can provide visual assistance. In Figure 5, we high-
light each phrase for each role uniquely in the expanded infor-
mation. This allows users to quickly understand that personal
information will be shared if the condition (USER_TRIGGER
role) is met.

2) Nutrition Label:: Privacy nutrition labels are an alternate
policy format that tabulate information on data collection, us-
age, and sharing [40], [42]. Previous research has highlighted
several benefits of privacy nutrition labels for users, including
faster access to privacy information and improved understand-
ing of an app’s privacy practices [41]. Despite their advantages,
the adoption of privacy labels faces notable challenges. One
among them is the added complexity involved in keeping a

When you
register
with Yahoo,

we collect

Personal information, name,
address, email address, or
phone number
Device identifiers include IP
address, browser version, OS
type and version

Non personal information

With whom
do we
share?

Non-affiliated companies 

Marketing partners
Family Companies

How long do
we keep
your data?

UNSPECIFIED


Your personal information may be
transferred to countries other than your
own to process and store data in
accordance with our Privacy Policy and
to provide you with products and
services.

PRIVACY NOTICE

Yahoo does not
rent, sell, or share
personal
information about
you with other
people or non-
affiliated
companies except
to provide products
or services you've
requested, when we
have your
permission, or under
the following
circumstances

Expanded
Information

Fig. 5. Short notice summary generated from semantic frames on Yahoo’s
2018 privacy policy

nutrition label up to date with policy revisions [44]. To that aid,
we utilize our categorized semantic frames for nutrition label
generation and show the feasibility of an automated approach.
Method: We formulated this task to align with a design
inspired by Kelley et al.’s proposed ‘Privacy Nutrition La-
bels’ [40]. To gather information regarding the types of data
collected, how it is shared, and with whom it is shared, we
extract DATA phrases from FPCU and TPSC frames, along
with PURPOSE. We also extract THIRD_PARTY_ENTITY
phrases from TPSC frames. We include TRIGGER information
for the extracted information, if present, to indicate that
potential user actions may trigger a given practice.

Additionally, we trained two XLNet classifiers: one for data
type classification and another for purpose type classification.
These classifiers were trained using low-level attribute classes
and annotated parts from sentences in OPP-115 [67]. Since
our role mapping provides phrases from sentences for both
PURPOSE and DATA, the training data aligns with the char-
acteristics of the extracted phrases. We achieved a weighted
precision and recall of 0.91 in each classifier. We normalize
DATA phrases using our data type classifier, thereby changing
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Fig. 6. Privacy nutrition label generated from semantic frames on booking.com’s 2018 privacy policy

descriptions of DATA phrases to generic labels. For example,
a phrase like ‘information collected about location’ is labeled
as ‘geolocation’. We categorize PURPOSE phrases with the
purpose classifier. We also extract relationships between data
types and purposes from our semantic frames to determine
specific data use. For example, if a semantic frame men-
tions use of ‘personal information’ to personalize ads, then
we define a relationship between ‘personal information’ and
‘personalization.’ We analyze the USER_TRIGGER role by
using dependency tree parsing and determine if the user is a
subject (indicating user action and choice). If such user action
is determined to be a condition needed for the practice to
take place, we mark that datatype-purpose relation as “user-
triggered.” Lastly, we identify THIRD_PARTY_ENTITY rela-
tionships with data type and purpose through semantic frame
arguments.

Result: Figure 6 shows a privacy nutrition label for book-
ing.com, generated using our method. The label provides
visual cues for an overview of data sharing practices, as
well as, if user actions trigger the use of their data for
specific purposes. For instance, irrespective of user actions,
personal information is used for customization, and shared
with advertisers. Additionally, we observe that the sharing of
specific types of information are triggered by some user action.
This can help users become aware of actions that may lead to
information sharing and enable them to avoid those actions
if they are uncomfortable with the sharing. The nutrition

label proposal [40] also includes indicators for opt in/out
choices for a given practice. While PolicyPulse captures opt
in/out information in UCC frames, the methodology proposed
here does not (yet) integrate them in the label. We plan to
incorporate it in the future as we move towards developing a
comprehensive relation-based representation for policies using
PolicyPulse. While we have not evaluated the generated short
notices and nutrition labels, which inherently face design limi-
tations by providing only partial information due to their high-
level overviews [31], [41], our objective with PolicyPulse was
to demonstrate the potential of high-dimensional frame-based
representation of policies for automatically generating a wider
variety of policy summaries and provide users with options to
select their preferred summaries, all without burdening authors
with the need to create multiple versions of a policy.

C. Automated User Preference Checking

Another approach in the realm of privacy policy design are
machine-readable policies, such as P3P. The XML specifica-
tion of P3P encompassed statements detailing data categories,
intended usage, recipients, and retention policies [24]. How-
ever, due to their intricate definitions, the privacy taxonomy
and language in the XML specification proved controver-
sial [23]. Although various P3P extensions were developed,
they failed to gain traction [22], [12], [6]. A notable advantage
of P3P user agents was their ability to automatically retrieve
P3P privacy policies, compare them to a user’s privacy prefer-
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ences, and provide alerts and recommendations—an advantage
not feasible with traditional natural language policies. A SRL-
based method can help reintroduce this advantage to users by
utilizing natural language policies rather than P3P or similar
policies.

User interfaces crafted for privacy agents, such as Privacy
Bird [27], rely on P3P policies to verify user preferences.
These preferences are structured around factors such as data
type, the intended purpose of data usage, whether the informa-
tion is shared, and encompass summaries of opt-out choices
if practices deviate from the user’s stated preferences. We
have the capability to automatically extract this information,
much like the approach we employed for nutrition labels in
Section V-B2. Additionally, we can assess the availability of
both opt-out choices and the sharing of data type as part of
this automated extraction process. The user’s preferences can
then be cross-referenced with the extracted information for
contradiction. For instance, if a user’s preference is configured
to trigger a warning when personal information is utilized
for marketing or advertising, and the extracted information
associates ‘personal information’ with ‘marketing,’ the system
can flag this violation against the user’s preferences. It can
also provide a summary of the associated frame for the
practice. Similarly, if there is an available opt-out choice, it
can be added to the summary. Including information among the
excluded categories can enhance user preference choices, such
as DNT; however, DNT sentences do not require the intricate
processing of our pipeline. For example, a DNT sentence such
as “We do not track your online activity” can be addressed
with negation checks for user preferences, eliminating the need
for the full PolicyPulse pipeline.

D. Relation Extraction

Privacy-specific relations refer to connections or associa-
tions between entities or data points that pertain specifically
to the use, collection, or handling of information, as well
as user control and choices related to these practices. For
example, a collect relation relates a data type, an entity and
a purpose. Existing approaches encompass methods such as
classification [34], knowledge graph generation [26], and rule-
based heuristics combined with ontology generation [9], [15].
While previous approaches primarily emphasize extracting
data type, collector, and purpose information from policies,
our semantic role-based representation of a policy can enhance
the capability to capture additional crucial relationships among
various phrases within a policy.
Extracting Collect and Share Relations: We can readily
utilize the extracted phrases for privacy-specific roles to cre-
ate the collect, as well as share relations. We first extract
all DATA phrases in a policy and then use the category
of the frame (must include either FIRST_PARTY_ENTITY
or THIRD_PARTY_ENTITY roles) to determine first party
collection or third party sharing.

Currently, PoliGraph achieves state-of-the-art performance
in identifying collect relations, with a precision of 97% and
recall of 70% [26]. For our method, we evaluate its perfor-

mance using the same ground truth data set employed by Cui
et al. This ground truth data set is specifically focused on
select data types chosen for comparison between PoliGraph
and PolicyLint; data types consist of ‘mac address,’ ‘router
ssid,’ ‘android id,’ ‘gsf id,’ ‘sim serial number,’ ‘serial number,’
‘imei,’ ‘advertising identifier,’ ‘email address,’ ‘phone num-
ber,’ ‘person name,’ and ‘geographical location.’ We utilize
the same regular expression and data normalization procedure
used by PoliGraph on our extracted data types for consistent
comparison.

Initially, our method achieved a precision of 85% and a
recall of 80%. While investigating false positives, we discov-
ered that the ground truth data set was missing annotations
for certain data types. For instance, ‘geographical location’
was missing for the app Bizzabo, despite the relevant policy
statement2 being present. Manual validation revealed missing
annotations in 54 out of 185 policies in the ground truth.
After adding the missing annotations to the ground truth, we
observed a precision of 95% while maintaining a recall of
80%.
Richer Relations: Our method extracts additional informa-
tion beyond existing approaches. Current relation extraction
methods focus on data type, first and third-party, and purpose.
However, by mapping additional roles to semantic frame
arguments in privacy contexts, we can enhance this analysis.
For instance, we capture nuanced relationships, like “We will
not rent or sell your information to third parties...” followed by
“without your explicit consent...” (SHARING_TERMS), indi-
cating conditional sharing. In our analysis of PPCrawl policies,
we discovered that 10% of non-sharing relations coexist with
terms suggesting potential sharing. 44% of the FPCU frames
with negated actions have such extended semantic information.
While capturing such language nuances is out-of-scope in
PoliGraph, our method can extend its capabilities for more
granular analysis.

Our approach integrates data retention details into vari-
ous categories, including data types. This is essential for
compliance analysis, given the significance of data reten-
tion policies under GDPR and recent legislations such as
the California Senate Bill 362 (the Delete Act). Examin-
ing aspects such as RETENTION_TERMS, TIME_PERIOD,
RETENTION_PROCESS, and UAED-related information will
be crucial for future compliance studies.
Current State: Natural language statements, especially in
privacy policies, often lack a definite structure. NER-based
methods may extract short phrases representing data types or
collecting entities, but real policies can use lengthy descrip-
tions. Also, determining associated purposes with syntactic
rules may not cover all scenarios. For instance, PoliGraph
relies on three specific patterns to detect purposes, which does
not match syntactic compositions such as “We share location
information so that we can serve ads.” By utilizing BERT’s
contextual understanding and representation capabilities, SRL

2Location Data: Certain features or functionality (“Features”) of the Service
may collect or be dependent on data related to your geographic location
(“Location Data”)
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Feature PoliGraph [26] PolicyPulse
Data
Entity
Purpose
Coreference
Mechanism
Trigger
User control
User Access
Retention
Collect/share relation
Subsume relation
Additional data info relation
Opt-in/out relation

TABLE V
COMPARISON OF FEATURES THAT CAN BE EXTRACTED IN POLIGRAPH

AND POLICYPULSE

Bert captures such information more effectively and overcome
the limitations of syntactic rules.

We’ve annotated privacy-specific arguments for 146 verbs
across five practice types. In comparison, PoliGraph covers
40 verbs. While PolicyPulse does incorporate elements of
subsumption and coreference, we emphasize that these aspects
are implemented at the sentence level rather than extending
throughout the entire policy. PolicyPulse strategically focuses
on sentence-level processing with the intention of establishing
a robust foundation for applications like PoliGraph, and laying
the groundwork for future advancements. Detailed extraction
of crucial elements from a sentence will help realize a more
complete representation of a policy when extensions and
refinements within the overarching framework are made to
connect information across sentences. We are aiming towards
completeness in extraction as the first step, rather than es-
tablishing relations between partial information. One possi-
ble refinement in subsume relations is to relate opt-in/out
mechanisms to a given practice. While we are able to relate
that information to a practice within a semantic frame, as
demonstrated in Section V-B2, there is still additional work
required for graph edge definitions to realize a fully integrated
knowledge graph across the entire policy. Table V outlines
a summary of feature comparison between our method and
PoliGraph, and also lists future directions for our work. Please
refer to Appendix C for a qualitative comparison between the
capabilities of PolicyPulse and other methods.

E. Automated Query Answering (QA)

Research in the field of query answering for privacy poli-
cies has delved into the development of systems capable
of providing users with answers based on the content of
privacy policies. Sathyendra et al. proposed an approach that
assesses the similarity between user queries and potential
segments or paragraphs within the policy to identify the most
appropriate responses [60]. Similarly, Harkous et al. explored
answering questions from privacy policies using annotated
policy segments [34]. However, granular QA systems, such

as at a sentence-level, have greater objectivity and are able
to eliminate redundant or irrelevant information, compared to
segment-level systems [54]. Our policy representation, utiliz-
ing categorized semantic frames, offers finer granularity than
the sentence level. We can incorporate query type specificity
and, depending on the specificity, focus on relevant semantic
arguments in frames within a policy.
Method: In our approach, the initial step involves applying
semantic role labeling to the given question itself. In case the
question contains more than one verb, we employ spacy’s de-
pendency tree to identify the primary verb. We then categorize
the semantic frame for the primary verb to obtain a practice
type, and map the semantic role arguments to privacy-specific
roles. For instance, when presented with a question such as
“Where is personal information stored?”, our method trans-
forms the question into a structured dictionary: {LOCATION:
‘Where’, DATA: ‘personal information’, action: ‘store’},
categorized under DR. We can then determine the role that
has been queried by identifying the token associated with the
question. In this example, the question of type ‘Where’ is
thus translated to a query for the LOCATION specific to data
retention.

In accordance with the query category and role, we proceed
to filter the frames within the policies, retaining only those
frames that correspond to the identified category and incorpo-
rate the queried role as an argument within the frame. This
filtering process allows for the extraction of pertinent infor-
mation, preventing the presentation of irrelevant details to the
user. Subsequently, we compute semantic similarity between
the remaining arguments in the question’s semantic frame and
the filtered frames from the policy. To capture privacy policy-
specific semantics, we leverage Polisis’ fastText embeddings
for encoding the text data prior to computing their semantic
similarities [34].
Result: Table VI presents a sample of questions and
their corresponding responses generated using our method,
extracted from Facebook’s 2019 privacy policy. The table
demonstrates that our approach provides concise yet compre-
hensive responses due to its granularity. For instance, in the
case of a ‘Who’ type question regarding entities with device
information access, the response remains succinct. However,
for users seeking more in-depth information, the extracted
semantic frame can be referred to, offering flexibility and
additional context. This approach ensures that users have the
option to access further details as needed.

For a question like “What information is shared with adver-
tisers?”, the nature of SRL enables the extraction of the entire
description of the shared information, ensuring completeness
without compromising relevant details. Thus, the question-
answering system maintains alignment with the information
presented in the policy, preventing any misrepresentation. The
benefit of this approach is particularly evident in the ‘Where’,
‘When’ and ‘Who’ examples. Rather than presenting the entire
sentence, only the relevant portions related to the query are
provided (extracted argument).

The utilization of SRL plays a crucial role in capturing
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Question type Example question Category Privacy role Extracted argument Extracted semantic frame
What What information is

shared with advertis-
ers?

TPSC DATA information we have ( including
your activity off our Products ,
such as the websites you visit
and ads you see )

We use the [ARGUMENT] to help advertisers and other partners
measure the effectiveness and distribution of their ads and
services , and understand the types of people who use their
services and how people interact with their websites , apps ,
and services

Who Who has access to my
device information?

TPSC THIRD_PARTY
ENTITY

partners These [ARGUMENT] provide information about your activities
off Facebook — including information about your device ,
websites you visit , purchases you make , the ads you see ,
and how you use their services — whether or not you have a
Facebook account or are logged into Facebook

Where Where is my informa-
tion retained?

DR LOCATION in the United States or other
countries outside of where you
live

Your information for example may be store [ARGUMENT]

Can Can i access my col-
lected information?

UAED You can learn how to access and delete information we collect
by visiting the Facebook Settings and Instagram Settings .

Why Why is location infor-
mation collected?

FPCU PURPOSE to provide , personalize and im-
prove our Products , including
ads , for you and others

We use location - related information - such as your current
location , where you live , the places you like to go , and the
businesses and people you ’re near -[ARGUMENT]

How How long is my infor-
mation kept?

DR TIME_PERIOD until it is no longer necessary to
provide our services and Face-
book Products , or until your
account is deleted - whichever
comes first

We store data [ARGUMENT]

When When is my contact
information shared?

FPCU USER_
TRIGGER

When you subscribe to receive
premium content , or buy some-
thing from a seller in our Prod-
ucts

[ARGUMENT] the content creator or seller can receive your
public information and other information you share with them
, as well as the information needed to complete the transaction
, including shipping and contact details

TABLE VI
SEMANTIC FRAME-BASED QUESTION-ANSWERING SAMPLES ON FACEBOOK’S 2019 PRIVACY POLICY. Category: LABEL FOR THE QUERY, Privacy role:

IDENTIFIED PRIVACY ROLE OF INTEREST IN QUERY, Extracted argument: THE EXTRACTED RESPONSE FROM THE SEMANTICALLY MOST SIMILAR FRAME,
Extracted semantic frame: THE COMPLETE SEMANTIC FRAME TO WHICH THE ARGUMENT APPLIES (ARGUMENT TEXT REPLACED BY [ARGUMENT])

the semantics of the query more effectively, as demonstrated
in the ‘How’ example. Typically, ‘How’ questions pertain to
processes. However, when the query is modified to include
‘How long,’ the semantics change, and SRL captures this
change by identifying the privacy role as TIME_PERIOD
for DR. Additionally, questions beginning with ‘will’ and ‘can’
often serve as indicators for verb modalities, suggesting the
need for yes or no responses. The determination of yes or
no can be made by checking for the presence of a negation
argument (ARGM-NEG, as per PropBank’s annotation).

Appendix D provides a comparison of how a large language
model such as ChatGPT performs on some of the summariza-
tion tasks carried out here.

VI. LIMITATION AND FUTURE WORK

The current state of relation extraction with PolicyPulse is
limited to sentences, and will require further enhancements to
extract relationships across the entire policy. Addressing cover-
age gaps related to coreference (descriptions spanning multiple
frames) and subsumption relations will further enhance Pol-
icyPulse, enabling it to adapt to the flexible and dispersed
nature of policy composition. PolicyPulse is also limited by the
performance of SRL Bert in semantic role labeling; exploring
alternative models could provide opportunities for further
improvement. While we present a classifier with notable per-
formance, we aim to enhance information extraction further by
incorporating a classification-based methodology for mapping
generic roles into policy-specific role labels and by adding
currently unsupported capabilities (summarized in Tables VII
and VIII). Methods using PolicyPulse’s extracted information
to implement the range of applications discussed in this work
can be further pursued according to the requirements and

challenges of the tasks. Additionally, the generated knowledge
base can open avenues for pursuing other applications that
were not possible by operating directly on traditional policies.

VII. CONCLUSION

Privacy policies play a pivotal role in conveying informa-
tion about privacy practices and notifications to consumers.
This work introduces PolicyPulse, an information extraction
pipeline that deconstructs policy information into semantic
frames. A two-level XLNet architecture labels these frames
with information types and associates predicates within them
with privacy-specific role labels. This knowledge base ef-
ficiently organizes and structures information at a granular
level, facilitating in-depth policy analysis. We observed that
policy length does not necessarily correlate with the amount
of relevant information. At a granular level, policies tend
to focus more on collected information and collectors, often
missing critical descriptions such as retention policies and user
choice/control mechanisms. With a granular policy representa-
tion, identifying privacy-specific role information that require
attention can aid in framing a policy.

PolicyPulse showcases the potential of using NLP to au-
tomatically generate policies aligned with alternate policy
designs. This eliminates the burden on policy authors to create
multiple versions of a policy, allowing valuable policy designs
to be automatically generated to meet stakeholders’ needs.
Additionally, PolicyPulse provides a finely labeled overview
of policies, including phrases and relationships within the
policy, demonstrating its potential for other applications such
as question answering and preference checking. Thus, it serves
as a versatile platform that offers greater flexibility and finely
tuned information for applications to build upon and advance.
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APPENDIX

A. Data Practice Categories

The 12 data practice categories identified in OPP-115 have
the following generic meaning [67].

• Introductory/generic (IG): content not addressing a spe-
cific data practice but meant to introduce the user to a
section

• First party collection/use (FPCU): how and why a service
provider collects user information

• Third party sharing/collection (TPSC): how user informa-
tion may be shared with or collected by third parties

• User choice/control (UCC): choices and control options
available to users

• User access, edit, and deletion (UAED): if and how users
can access, edit, or delete their information

• Data retention (DR): how long is user information stored
• Data security (DS): how user information is protected
• Policy change (PC): if and how users will be informed

about changes to the privacy policy
• Do not track (DNT): if and how do not track signals for

online tracking and advertising are honored
• International and specific audiences (ISA): practices that

pertain only to a specific group of users (e.g., children,
residents of the European Union, or Californians)

• Policy contact information (PCI): relevant contact details
of organization, including contact means to obtain more
information or report issues

• Practice not covered (PNC): practices not covered by the
other categories

B. PropBank Role Definitions

1) ARG0 (agent): the entity that performs the action ex-
pressed by the verb

2) ARG1 (patient): the entity that undergoes the action
expressed by the verb

3) ARG2 (instrument): the entity that identifies the instru-
ment or tool used by the agent to perform the action

4) ARG3 (starting point): the entity that identifies the end-
point or destination affected by the action; it indicates
where the action is directed

5) ARG4 (ending point): the entity that identifies endpoint or
final destination of an action, indicating where the action
culminates or leads to in terms of place, time, or entity

6) ARGM (modifier): various modifiers or adverbial el-
ements that provide additional information about the
action, such as time, place, or manner

In some cases, ARG2 and ARG3 may also capture a bene-
factive element or an attribute associated with the action,
but its core function is to indicate the instrument. Additional
roles (benefactive and attribute) are context-dependent and not
always present.

We manually evaluated all the Propbank seman-
tic frames from OPP-115, which were annotated as ei-
ther FPCU, TPSC, UCC, UAED, or DR, in order to identify the
mapping from Propbank arguments to privacy-specific roles.
We observed three different types of relationships between
Propbank arguments and privacy-specific roles, which were
then utilized to establish a mapping from Propbank argument
to privacy specific roles.

1) Independent Mapping: Some Propbank arguments map
directly to privacy specific roles: ARGM-GOL, ARGM-PRP,
and ARGM-PNC map directly to PURPOSE, and ARGM-LOC
maps to LOCATION.

2) Frame Category Dependent Mapping: Map from the
Propbank argument can also only depend on the category
of the semantic frame; the map for these arguments are
mostly independent from the verb of the semantic frame.
Maps for ARGM-MNR, ARGM-TMP, ARGM-CAU or ARGM-
ADV usually follow this trend.

For example, ARGM-MNR maps to different roles depending
on the category of the semantic frame, as explained below.

• If frame category is FPCU, ARGM-MNR maps to MECHA-
NISM. In a FPCU frame, such as ‘[ARG1: The anonymous
information] is [V: collected] [ARGM-MNR: through the
use of technology such as Cookies and Web Beacons
, which are industry standard] .’, ‘through the use of
technology such as Cookies and Web Beacons, which are
industry standard’ indicates MECHANISM.

• For TPSC frames, ARGM-MNR takes a different mean-
ing and maps to SHARING TERMS. In a TPSC frame
such as ‘[ARG0: We] [ARGM-MOD: may] [V: share]
[ARG1: anonymous or aggregated information about
you] [ARGM-MNR: in a way that does not identify you
personally as we deem appropriate]’, ‘in a way that
does not identify you personally as we deem appropriate’
indicates SHARING TERMS.

• Similarly, in a UAED semantic frame, such as ‘[ARGM-
ADV: If you wish] to [V: delete] [ARG0: your account],
[ARGM-MNR: please log into Dictionary.com]‘, ARGM-
MNR: indicates USER MECHANISM.

Similary, ARGM-TMP, ARGM-CAU or ARGM-
ADV map to USER TRIGGER, SHARING TERMS,
or RETENTION TERMS for FPCU, TPSC, or DR categories
respectively.

3) Frame Category and Verb Dependent Mapping: In ma-
jority of the instances, the Propbank arguments require both
category of the semantic frame and the verb for the correct
mapping. For example, ARGM-MNR in UCC frames may map
to either OPT IN MECHANISM or OPT OUT MECHANISM
depending on the verb. For example, for the frame with
verb ‘unsubscribe’, ‘[ARG0: you] [ARGM-MOD: may] [V:
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unsubscribe] [ARG1: of certain targeted advertising] [ARGM-
MNR: by multiple third - party advertising networks at one
time]’, ‘by multiple third - party advertising networks at
one time’ is OPT OUT MECHANISM. Similarly, for ‘[ARGM-
MNR: by using the Site] , [ARG0: you] [V: consent] [ARG1:
that you agree to this Privacy Policy]’, ARGM-MNR will be
considered OPT IN MECHANISM, given the verb ‘consent’.

Depending on the category, Propbank arguments for a verb
can take different privacy specific roles. Consider the following
examples for ‘collect’ verb frames.

• FPCU frames such as, ‘[ARG0: The Company] [V: col-
lects] [ARG1: personal information] [ARG2: from your
computer] [ARGM-MNR: on a voluntary basis]’ indi-
cates that ARG0 maps to FIRST PARTY ENTITY, ARG1
to DATA, and ARG2 to LOCATION.

• In a UCC frame with ‘collect’ verb ‘[ARGM-ADV:
If you enable location services for our Applica-
tions] , [ARG0: we] [ARGM-MOD: may] [V: collect]
[ARG1: location data.]’, the ARGM-ADV will map
to OPT IN MECHANISM.

Similar to the examples above, we observed mappings for
different semantic frames specific to the verb and category.
Based on the most frequently observed mappings during the
manual evaluation of all the KEEP frames identified in the
OPP-115 corpus, and considering the predominant trends for
each verb across different categories, we compiled a map from
Propbank to privacy-specific roles.

C. Qualitative Comparative Analysis

Information
Feature

PolicyLint [9]
PoliCheck [10]

PoliGraph [26] PolicyPulse

Data
First / Third
Party Entity
Purpose
Coreference
Mechanism
Trigger
User control
User Access
Retention
Collect/share
relation
Sentence
level subsume
relation
Policy level
subsume
relation

TABLE VII
COMPARISON OF INFORMATION FEATURES ADDRESSED BY POLICYLINT,

POLICHECK, POLIGRAPH, AND POLICYPULSE.

Table VII summarizes the information extraction capabil-
ities of PoliGraph [26], PolicyLint [9], PoliCheck [10], and
PolicyPulse. While each method effectively extracts core data,
First/Third party entities, and collect/share relations, there

are notable differences in additional capabilities. Section V-D
discusses in details the difference in capabilities between
PoliGraph and PolicyPulse.

Other methods, such as Polisis [34] and QuPer [69], does
not focus on extracting text related to specific concepts, but
rather on determining the presence or absence of concepts
at varying levels of granularity through text classification.
QuPer determines whether a policy addresses key components,
including personal data collection, cookie usage, third-party
sharing, security measures, user rights, child protection, re-
gional compliance, policy updates, provider contact details,
data retention, and data usage.

Polisis supports category classification at the paragraph or
section level, with more granular distinctions in categories
such as FPCU, TPSC, UCC, UAED, DR, DS, PC, DNT, ISA,
and PCI (as described in Appendix A). PolicyPulse, on the
other hand, provides classification at the semantic frame level,
covering many of the same categories but with different
granular subcategories. Table VIII provides a comparison of
classification granularity between Polisis and PolicyPulse.

D. ChatGPT Comparison

The progress in generative AI brings forth an array of
advantages spanning content creation, communication, and
diverse applications. We conducted a comparison between Pol-
icyPulse and ChatGPT-3.5 to assess the effectiveness of LLMs
in the context of privacy policy analysis. We tasked ChatGPT
with generating concise policy summaries by providing the
entire policy text, and prompted it with “Generate a short
notice summary for the given privacy policy.” We observed that
using a generic prompt such as this often leads to summaries
lacking essential details. For instance, when given Yahoo’s
2018 privacy policy3, the response omitted information about
third-party data sharing. We then refined our prompt by spec-
ifying the information to extract: “Extract what information
is collected, with whom information is shared, and how long
information is retained” (same questions as in Figure 5). This
resulted in the following response:

Information Collected: Personal information, in-
cluding name, email, and IP address, is collected
when using Yahoo services.

With Whom Information is Shared: Yahoo does
not share personal data with non-affiliated com-
panies for their use.

How Long Information is Retained: The Yahoo
policy does not specify the duration of data
retention.

We can see that the response misses the trigger associated
with data sharing, and reports that Yahoo does not share
personal data with non-affiliated companies. Hence, ChatGPT
may produce seemingly correct responses that are inaccurate

3https://github.com/citp/privacy-policy-historical/blob/master/y/ya/yah/yah-
oo.com.md
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Polisis PolicyPulse
Classification
granularity

Paragraph / section level Semantic frame level

Categories Categories supported Granular categories Categories supported Granular categories
IG
FPCU Collection Mode, Information

Type, Purpose
Collection Mode, Information
Type, Purpose, Collector, Trig-
ger, Location

TPSC Action, Information Type, Pur-
pose

Action, Information Type, Pur-
pose, Third Party Entity, Trig-
ger, Sharing Terms, Location

UCC Choice Type, Choice Scope Choice Type, Choice Mecha-
nism, Consequence

UAED Access Scope, Access Rights Access Scope, Access Rights,
Access Mechanism

DR Retention Period, Retention
Purpose, Information Type

Retention Period, Retention
Purpose, Information Type

DS Security Measure
PC Change Type, User Choice, No-

tification Type
DNT Do Not Track Policy
ISA Audience Group
PCI

TABLE VIII
COMPARISON OF CLASSIFICATION GRANULARITY AND GRANULAR CATEGORIES SUPPORTED BY POLISIS AND POLICYPULSE.

when the full context of a statement is taken into account.
The prompts play a crucial role as well; for example, if we
segregate the queries from the prior prompt into three separate
prompts, the response gets more detailed as seen below:

Extract what information is collected
Yahoo collects personal information such as your
name, email address, birth date, gender, ZIP
code, occupation, industry, personal interests,
and, for some financial products and services, ad-
ditional information like your address and Social
Security number.

Extract with whom information is shared
Yahoo shares information with trusted partners,
law enforcement in legal cases, when investi-
gating fraud or threats, or during mergers or
acquisitions, and displays targeted ads based on
personal information.

How long information is retained?
The Yahoo Privacy Policy from the archived ver-
sion on April 10, 2018, does not specify a specific
duration for how long personal information is
retained. It mentions that Yahoo will notify users
about significant changes in the way they treat
personal information, but it does not provide
specific details on data retention periods.

The response erroneously includes phrases on use of personal
information for targeted ads, whereas the policy explicitly
states “Yahoo does not provide any personal information to

the advertiser when you interact with or view a targeted ad.”
We also prompted ChatGPT with the example questions in

Table VI and provided Facebook’s 2019 privacy policy4 as
input. The response included additional text which made it
challenging to find the exact phrase pertaining to the question.
We added an instruction to “keep the response as short and
concise as possible”; while that shortened the answer, it also
resulted in omission of relevant information.

Furthermore, it can be challenging to establish a connection
between a generated response and the specific content in the
policy. As an example, when we requested the extraction of
sentences from the policy that correspond to a given response,
the result was as follows.

I apologize, but it would be too time-consuming
to extract and format the specific sentences di-
rectly from the lengthy policy text.

This hinders the flexibility for users to navigate to and from
the NLP generated results and the actual text. In summary,
ChatGPT’s reliability and accuracy in policy text extraction
can be a concern due to the potential for incomplete in-
formation. Moreover, its general knowledge may lack depth
in specific domains, highlighting the importance of efficient
adaptation for domain-specific applications. Unlike previous
research involving ChatGPT-based categorization of privacy
policy texts [64], we have not yet performed a thorough
analysis of a large language model’s suitability for granular
privacy policy comprehension.

4https://github.com/citp/privacy-policy-historical/blob/master/f/fa/fac/face-
book.com.md
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