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Abstract

As the utilization of network traces for the network measurement research becomes increasingly prevalent, concerns regarding
privacy leakage from network traces have garnered the public’s attention. To safeguard network traces, researchers have proposed
the trace synthesis that retains the essential properties of the raw data. However, previous works also show that synthesis traces
with generative models are vulnerable under linkage attacks.

This paper introduces NETDPSYN, the first system to synthesize high-fidelity network traces under privacy guarantees. NET-
DPSYN is built with the Differential Privacy (DP) framework as its core, which is significantly different from prior works that apply
DP when training the generative model. The experiments conducted on three flow and two packet datasets indicate that NETDPSYN
achieves much better data utility in downstream tasks like anomaly detection. NETDPSYN is also 2.5 times faster than the other
methods on average in data synthesis.
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Background

Network Data and Privacy: We consider header fields of network packet or flows as the target

for data synthesis. Releasing the header without payload still raises privacy concerns, and the

main solutions include data anonymization and synthesis.

Differential Privacy: A randomized mechanism A satisfies (ε, δ)-differential privacy (ε > 0 and
δ > 0), if and only if, for any two neighboring datasets D and D′, it holds that,

Pr[A(D) ∈ O] ≤ eε Pr[A(D′) ∈ O] + δ (1)

DP ensures the privacy of an individual’s data within a dataset is preserved data processing. It

guarantees that the result of any computation, such as a database query, remains essentially

unchanged whether or not any single individual’s data is included or excluded.

Motivation

To achieve formal privacy guarantees, the training of the generative model can be hardened

with DP. We found Only two works that synthesize network traces applied DP [1, 3].

However, the data utility will be significantly worse.

We pursue a different direction to capture the underlying distribution of the original data and

then synthesizing network records after they are protected by DP.

PrivSyn [4] handles high-dimensional datasets by automatically selecting and constructing

noisy marginal tables that captures the data distribution.

Challenges

Large Domain Size: E.g., the number of bytes per flow and long-tail distribution.

Temporal Patterns: It is essential to downstream applications. However, such patterns cannot

be synthesized using marginals tables.

Inherent Constraints of Network Protocol: E.g., FTP communications use TCP and the

destination ports are 20 and 21.

Time Consuming: PrivSyn [4] uses the Gradually Update Method (GUM) to synthesize

records from noisy marginal tables, but this method can take a long time to converge for large

network datasets.

Figure 1. 4 Challenges
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Pre-Process

IP: Bin the low-count IP address by the /30 prefix.

Port: Keep common port under 1024, bin higher by 10.

Integer and float-point: Log transformation.

Timestamp: Group-wise differences between timestamp.

Category: No need to be binned.

Marginal Selection

Marginal Tables: Marginal tables example for dstport and type computed on TON dataset.

Marginal Selection: DenseMarg [4] formalizes the marginal selection problem as an

optimization problem that balances dependency error (error caused by missing a marginal) and

noise error (error caused by adding noises to a selected marginal).

GUMMI

Evaluation Results

Machine Learning Classification Tasks on 3 Flow Data:

DT LR RF GB MLP0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

TON

DT LR RF GB MLP0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

UGR16

DT LR RF GB MLP0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

CIDDS

Real NetDPSyn NetShare PGM PrivMRF

Accuracy of 5 ML Tasks.

Anomaly Detection and Sketch Algorithms on 2 Packet Data:
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Relative Error of Various Sketch Algorithms.

Running Time of Each Method in Minutes:

Conclusions and FutureWork

Conclusions:

Synthesize high-fidelity network traces under privacy guarantee.

Achieve better data utility in downstream task.

2.5 times faster than other methods.

Future Work:

Model the temporal pattern in complex representation.

Cover all types of network environment and data type.

Evaluate advanced downstream tasks like graph-based anomaly detection.
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