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Abstract

Deceptive patterns (DPs) are user interface designs deliberately crafted to manipulate users into unintended decisions, often by
exploiting cognitive biases for the benefit of companies or services. While numerous studies have explored ways to identify these
deceptive patterns, many existing solutions require significant human intervention and struggle to keep pace with the evolving
nature of deceptive designs. To address these challenges, we expanded the deceptive pattern taxonomy from security and privacy
perspectives, refining its categories and scope. We created a comprehensive dataset of deceptive patterns by integrating existing
small-scale datasets with new samples, resulting in 6,725 images and 10,421 DP instances from mobile apps and websites. We then
developed DPGuard, a novel automatic tool leveraging commercial multimodal large language models (MLLMs) for deceptive
pattern detection. Experimental results show that DPGuard outperforms state-of-the-art methods. An extensive empirical evaluation
on 2,000 popular mobile apps and websites reveals that 25.7% of mobile apps and 49.0% websites feature at least one deceptive
pattern instance. Through 4 unexplored case studies that inform security implications, we highlight the critical importance of the
unified taxonomy in addressing the growing challenges of Internet deception.

I. MAIN CONTENT

This work [1] was recently accepted to The 2025 ACM Web Conference (formerly known as the International World Wide
Web Conference, abbreviated as WWW) and the assigned DOI is: https://doi.org/10.1145/3696410.3714593. The original
abstract and author list are shown above. Since the work is not yet published, we are providing the paper link to the arXiv
version! here.

REFERENCES

[1] Z. Shi, R. Sun, J. Chen, J. Sun, M. Xue, Y. Gao, F. Liu, and X. Yuan, “50 shades of deceptive patterns: A unified taxonomy, multimodal detection, and
security implications,” in Proceedings of the ACM Web Conference 2025 (WWW’25), Sydney, NSW, Australia, 2025.

Uhttps://arxiv.org/abs/2501.13351


https://doi.org/10.1145/3696410.3714593
https://arxiv.org/abs/2501.13351

THE UNIVERSITY OF

.3 MELBOURNE

W

50 Shades of Deceptive Patterns:
A Unified Taxonomy, Multimodal Detection, and Security Implications

{ATA Zewei Shi*t, Ruoxi Sunf, Jieshan Chen', Jiamou Sunf, Minhui Xuet, Yansong Gao?, Feng Liu*, Xingliang Yuan*
I 61 *University of Melbourne, TCSIRO’s Data61, {University of Western Australia
N~

Introduction Problem: The Gaps of Current Work

Deceptive patterns (DPs) are user interface designs deliberately trick user
into doing things that are not in their best interest.
For Example:

McDonald's®
. Order summary
Chicken McNuggets - 10pc
Select Option: Chicken McDonald's® v
McNuggets - 10pc litem
& Sauce: Barbecue Sauce o1+
Sauce: Barbecue Sauce ¢ Add promo code >
$10.20
Subtotal $10.20
+ Additems
Delivery Fee ® $5.99
Service Fee @ $1.02
Send as a gift
B dcustomise adigital card ’ Total $17.21 |
(1) Order Food Page (2) Checkout Page

The user expected to pay $10 but had to pay $17 at the final checkout page.
This is an example of a "Hidden Cost’, which is a type of deceptive pattern.

Our Solution: DPGuard

« Taxonomy: Overlooks security and privacy issues within DP.

+ Dataset: Unable to be large-scale, up-to-date and cross-platform
simultaneously.

« Detection: Requires human effort during the inference stage.

Motivation

DP exploit cognitive biases, leading to
Financial Losses

* Privacy Breaches

 Broken Trust in digital platforms

DP frequently evolving and widespread use make the existing detection
methods ineffective, leaving users vulnerable.

Address this issue is crucial to protect:
» User’s Security and Privacy

* User’s Autonomy

* User’s Trust in online interactions

Binary Classifier Training Stage
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DPGuard Performance Security Implications — Case Study
N Mobile ‘Website @rrss274dA @@Ll 390 Qa3 . el .
PP Categories Instances UlGuard AidUI DPGuard Instances AidUI DPGuard Definition:
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ForedConimaity 48 000 oms oss | State-of-the-art models in e EE— '
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Disguised Ad 883 01520 02551 08481 256 0209  0.8060 d 0.44 (macro < A 3 ’
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Small Close Button 7005410 - 0#ms 10 - ozsel ] redirecting her to sites controlled by Eve.
Social Pyramid 35 0.6349 05047 7 0.3243 on the moblle dataset, and . 3 )
i woam oo o s | B - Eve collects Alice's data (e.g., device info,
Countdown on Ads 77 02128  0.0000 0.3952 10 - 04103 . (mleO) an * bI’OWSin hablts) and traCkS her V|O|at|n
‘Watch Ads to Unlock 67  0.3488 - 0.0000 0 0.0000 (macro) On the Website g 1 q
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-t the DP category is not supported by the corresponding tool.

Empirical Evaluation In The Wild

Takeaway 2:

In 1,000 mobile apps (2,950 mobile images) and 1,000 websites (9,396
website images), 25.7% of mobile apps (23.61% of mobile app images) and
49.0% of websites (47.27% of website images) were identified as
containing DPs.

hulu

phishing attacks or install malware.

Trent, the app platforms, should enforce clear ad
labeling to prevent deception, but failure to do
so erodes user trust and compromises

security.
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