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Abstract—Organizations depend on their employees’ long-term
cooperation to help protect the organization from cybersecurity
threats. Phishing attacks are the entry point for harmful follow-
up attacks. The acceptance of training measures is thus crucial.
Many organizations use simulated phishing campaigns to train
employees to adopt secure behaviors. We conducted a pre-
registered vignette experiment (N=793), investigating the factors
that make a simulated phishing campaign seem (un)acceptable,
and their influence on employees’ intention to manipulate the
campaign. In the experiment, we varied whether employees gave
prior consent, whether the phishing email promised a financial
incentive and the consequences for employees who clicked on the
phishing link. We found that employees’ prior consent positively
affected the acceptance of a simulated phishing campaign. The
consequences of “employee interview” and “termination of the
work contract” negatively affected acceptance. We found no
statistically significant effects of consent, monetary incentive,
and consequences on manipulation probability. Our results shed
light on the factors influencing the acceptance of simulated
phishing campaigns. Based on our findings, we recommend that
organizations prioritize obtaining informed consent from em-
ployees before including them in simulated phishing campaigns
and that they clearly describe their consequences. Organizations
should carefully evaluate the acceptance of simulated phishing
campaigns and consider alternative anti-phishing measures.

I. INTRODUCTION

Organizations extensively use email for internal and external
communication, making them highly susceptible to phishing
attacks. Phishing involves deceptive messages (for example,
emails) designed to extract personal or confidential infor-
mation from victims, often leading to harmful actions [1],
[2]. Consequences include personal and financial harm to
individuals and organizations [3], infrastructure disruptions
such as power or internet outages [4], [5], and broader societal
impacts, including the failure of public services depending on
critical infrastructure (e.g., hospitals).

Phishing detection involves both human and technical com-
ponents. Technical measures are critical for phishing pre-

vention, such as blocking phishing emails before they reach
the target’s inbox. Common strategies include identifying
known phishing URLs, removing landing pages [1], detecting
phishing-associated website characteristics, and page similar-
ity analysis [6]. Technical approaches are often most effec-
tive against large-scale phishing campaigns targeting multiple
victims. They are less effective at protecting initial victims,
particularly in highly targeted spear-phishing attacks [7], [6].

Technical measures alone cannot prevent all phishing at-
tacks. Consequently, organizations train employees to enhance
phishing awareness, encourage cybersecurity incident report-
ing [8], [9], and mitigate risks. Simulated phishing campaigns
are widely used for training and evaluation. These campaigns
involve sending realistic phishing emails to employees, often
conducted by commercial vendors offering user-friendly in-
terfaces for execution and result analysis [8], [10]. Employees
who interact with phishing emails are typically redirected to
a training site highlighting phishing indicators [10]. In some
organizations, additional consequences for such interactions
include mandatory training, discussions on cybersecurity, or,
in extreme cases, disciplinary actions [11], [12].

Simulated phishing campaigns have faced significant crit-
icism. Their effectiveness in fostering more secure email
behaviors among employees remains uncertain, and they may
even undermine organizational security [13], [14], [15]. Be-
yond their questionable impact, these campaigns can introduce
subtle negative effects, such as creating mistrust toward the
IT department, burdening employees already under job-related
stress [16], and even fostering insider threats through delib-
erate manipulation of phishing scenarios [17]. Maintaining
positive relationships is crucial as IT departments depend on
employees’ long-term cooperation to safeguard the organiza-
tion and adapt to evolving security threats. Recent research
highlights the importance of making training interventions
useful, aligning them with employee motivations, and ensur-
ing positive user experiences to enhance engagement with
phishing-related training [18], [19].

Despite criticism and questions about their effectiveness,
phishing simulation campaigns remain a common practice in
organizations. These campaigns are implemented in various
ways, such as informing employees in advance or keeping the
simulation covert, and using pretexts that may be perceived
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as offensive or avoiding them. Such decisions significantly
shape employees’ perceptions of the campaigns. For example,
a simulated phishing email offering bonuses to employees
sparked public backlash [20].

This paper investigates factors contributing to the
(un)acceptability of simulated phishing campaigns. We aim
not to promote such campaigns but to provide a preliminary
exploration of elements affecting employee acceptance. While
this study does not examine the behavioral impacts of these
campaigns, we refer readers to existing discussions and cri-
tiques on the topic [13], [14], [15].

We conducted a pre-registered1 between-subjects vignette
experiment (N=793) to examine factors influencing the ac-
ceptance of simulated phishing campaigns in organizations.
Participants assumed the role of a caseworker reviewing a draft
for a potential phishing campaign in their company and as-
sessed its acceptability based on the provided information. Our
findings indicate that prior consent to participation positively
impacts acceptance of phishing campaigns, whereas including
incentives in phishing emails negatively affects acceptance.
Additionally, varying the consequences of interacting with
the campaign had differential effects on acceptance. However,
these variations did not significantly influence the likelihood
of manipulation (e.g., clicking on the phishing link) despite
awareness of the simulation. Based on these results, we
recommend organizations prioritize obtaining informed con-
sent from employees before implementing simulated phishing
campaigns, clearly communicate potential consequences, and
carefully design phishing pretexts to align with employee
expectations and maintain acceptability.

Contribution Statement. This paper offers the following
contributions: (1) We explore factors influencing the accep-
tance of simulated phishing campaigns through a vignette
experiment, enabling causal insights into the determinants
of acceptance and manipulation probability. (2) We discuss
the implications of these findings for user-centered security
research and cybersecurity practice, guiding the design of anti-
phishing training and informing future research directions.

II. BACKGROUND AND RELATED WORK

A. Phishing and its Consequences

Phishing is the act of eliciting sensitive information from
victims by impersonating a trusted entity, often following
automated patterns and typically delivered via email [21]. In
today’s interconnected world, phishing represents a significant
threat to nearly every company and government institution
[22]. The prevalence of phishing attacks continues to rise,
with increasingly severe consequences [23], [22]. While email
remains the primary medium, attackers also exploit other
channels such as instant messaging and SMS [24].

Phishing leverages human psychology to manipulate victims
into specific actions. Common tactics include threats, urgency,

1Pre-registration link:
https://osf.io/vz9f2/?view_only=3f95e86f9a4743cba32c9877bb05338f

and time pressure [25], often combined with social engineering
techniques (distraction, authority, deception) [26], [27].

Research on phishing spans various perspectives. Early
studies focused on linking phishing susceptibility to individual
characteristics, but these approaches have faced criticism due
to the lack of a robust psychological foundation [28]. Recent
research suggests that phishing attacks trigger peripheral in-
formation processing, reducing critical analysis and increasing
susceptibility[29].

The consequences of phishing attacks are severe, concerning
personal, financial, and societal domains. For instance, in
2015, spear phishing was used to disrupt Ukraine’s power grid,
resulting in a six-hour blackout affecting approximately 80,000
people [4], [5]. Financial damages can escalate with follow-
up ransomware attacks, where victims face time-sensitive
demands to restore access to encrypted data. Such attacks can
disrupt production facilities or critical infrastructure, including
medical equipment, with potentially life-threatening outcomes
[3]. Successful phishing attacks can also damage a company’s
reputation and erode customer trust [30].

B. Phishing Countermeasures

Organizations and authorities employ a range of counter-
measures to combat phishing, including intelligent anomaly
detection powered by machine learning, two-factor authenti-
cation, and sandboxing techniques [31]. Despite combining
these technical defenses, residual risk remains, particularly
in organizations where employees frequently interact with
external actors. Fully mitigating organizational vulnerability
to phishing through technical means alone is challenging [7].

The dynamic nature of phishing attacks creates a constant
race between attackers and defenders: as filtering rules im-
prove, attackers adapt their strategies to circumvent detection.
This necessitates not only robust technical defenses but also
adaptable and vigilant employees. An increasing number of
companies and government institutions complement technical
solutions with human-focused interventions, such as general
cybersecurity training and simulated phishing campaigns.

C. Phishing Simulation Campaigns

Phishing campaigns mimic real phishing attacks but are
conducted by internal or external teams acting as controlled
adversaries rather than genuine attackers. These campaigns
aim to test an organization’s defenses by sending tailored
phishing emails without causing lasting harm. Volkamer et
al. recommend predefining these procedures with leadership
to assess organizational vulnerability [32] systematically.

In addition to assessing vulnerabilities, simulated campaigns
are often used to evaluate and improve employees’ security
awareness [32]. Employees who fall for a simulated phishing
email, such as by clicking on a phishing link, are typically
redirected to training material to enhance their understanding
of phishing indicators and improve future behavior [32].

However, the effectiveness of phishing simulation cam-
paigns in fostering secure email practices remains contested.
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These campaigns do not consistently yield the intended out-
comes and may even have unintended negative effects [13],
[14], [15]. Also, the cost of simulated campaigns is often
underestimated due to extensive personnel hours, as has been
revealed by an analysis of Brunken et al. [33].

Simulated campaigns can also provoke adverse reactions
from employees. For instance, at Tribune Publishing Company,
employees were sent simulated phishing emails promising
financial bonuses of $5,000—$10,000 following years of real
layoffs and wage cuts. The campaign sparked public outrage,
eroded trust, and ultimately damaged the company’s reputation
[20].

Research has further revealed negative behavioral outcomes
linked to simulated campaigns. A study involving over 6,000
employees found that those who had fallen for a phishing
simulation were more likely to engage with phishing emails
in the future [11]. Distler’s in-situ deception study identified
unintended consequences such as shame and inaction follow-
ing interaction with simulated phishing emails [17]. Volkamer
et al. warn that excessive simulations may lead to employee
resignation or loss of motivation. Employees might misinter-
pret real phishing emails as simulations or deliberately engage
with phishing links as an act of protest [32]. Similarly, Mihelic
et al. observed reduced vigilance in employees exposed to
consecutive phishing attempts, as attackers could exploit such
distractions to increase their success rates [34].

The psychological impact of phishing attacks, whether real
or simulated, can also be severe. Wood highlights serious out-
comes, including anxiety, depression, shame, disrupted sleep,
and even increased suicide risk [35]. These findings underscore
the importance of carefully considering the psychological
effects of simulated campaigns.

Organizations often use click rates—the number of employ-
ees who clicked on phishing links—as a performance indicator
to measure security awareness. However, this metric fails to
capture the context or reasons behind employee actions [34].
Volkamer et al. caution against treating training or simulations
as mere checkboxes and shifting blame onto employees who
fall victim to phishing despite having undergone training [32].

D. Acceptance of Phishing Simulation Campaigns

Employee and stakeholder acceptance of phishing simula-
tion campaigns is crucial to prevent negative outcomes, such as
loss of trust in organizational leadership or IT and disengage-
ment from future training initiatives. We define acceptance
of phishing campaigns as the approval of a specific imple-
mentation. Acceptance is a multifaceted construct influenced
by several factors, including the perceived importance of the
campaign, its individual usefulness, personal attitudes toward
the measure, the intention to modify behavior based on the
intervention, and subsequent engagement [36].

Reed et al. examined public views on the ethics and efficacy
of punishment, finding that participants believed punishment
should be reserved for serious infractions and viewed it as
less effective than positive reinforcement [37]. This raises
the question of whether the type of consequence in phishing

simulations impacts acceptance. Volkamer et al. emphasize
that consequences in phishing campaigns should be trans-
parently communicated and not overly punitive; otherwise,
employees may avoid reporting phishing incidents out of fear
of repercussions [32]. Similarly, Jampen et al. highlight the
need to adapt anti-phishing campaigns to employees’ needs to
prevent added pressure that could lead to stress, decreased
health, and reduced job performance [38]. These findings
underscore the importance of employee acceptance in ensuring
the success of phishing simulations.

While phishing simulation campaigns aim to educate em-
ployees, certain implementation factors can lead to adverse
effects, potentially eliciting behaviors contrary to those in-
tended by the intervention. Research in organizational security
has shown that restrictive security measures can provoke non-
compliance [39] and even computer abuse [40]. These out-
comes can be explained by Reactance theory, which posits that
individuals may respond to perceived threats to their freedom
by engaging in behaviors that counteract the restriction [41].
Reactance is characterized as an active, negative response,
distinct from mere avoidance behavior [42]. In some cases,
employees may even adopt the very behaviors the measures
are designed to prevent [43].

Reactance theory further suggests that not all restrictions
provoke the same reactance level. Factors influencing reactive
responses include poor organizational communication, such as
inadequate explanations of security measures that employees
perceive as threats to their autonomy [42], lack of perceived
organizational justice (where employees feel unfairly treated),
and general distrust toward the organization [40]. Parameters
of simulated phishing campaigns, such as the absence of
employee consent, may align with these factors, potentially
provoking reactive behavior and undermining the intended
objectives of the campaign.

E. Summary

◦ Phishing poses a threat to organizations and government
institutions, exploiting human psychology through strate-
gies like appeals to authority and distractions.

◦ Simulated phishing campaigns are contentious, as they
can lead to negative outcomes such as loss of motiva-
tion, diminished trust in organizational leadership, and
psychological harm, including shame and fear.

◦ Employee acceptance plays a crucial role in shaping the
outcomes of simulated phishing campaigns, influencing
trust in employers and potentially leading to adverse
behaviors, such as deliberate non-compliance. However,
the factors affecting acceptance remain unclear.

◦ This paper examines the factors contributing to
the (un)acceptability of simulated phishing campaigns
through a vignette study.
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III. RESEARCH OBJECTIVES

We address two main research questions:

RQ1 What factors influence the acceptance of a simulated
phishing campaign within an organization?

RQ2 What factors influence the likelihood of participants
clicking on the link in a phishing email, even when they
are aware it is part of a simulated phishing campaign?

In the field of usable privacy and security, most research
involves obtaining informed consent, with deception studies
being conducted only rarely [44], [45]. However, organiza-
tional contexts operate under different legal and ethical frame-
works. Prior studies highlight the importance of psychological
contracts in shaping employees’ acceptance of organizational
cybersecurity measures [46]. Transparent organizational com-
munication, including obtaining employees’ consent before
launching a simulated phishing campaign, is a key component
of maintaining such contracts.

Research has shown that transparent communication posi-
tively influences employee engagement in organizational pro-
cesses [47], acceptance of organizational changes [48], and
overall understanding and support for organizational decisions
[49]. In the context of simulated phishing campaigns, in-
forming employees in advance and obtaining their consent
can enhance the perceived usefulness and credibility of the
initiative, fostering greater acceptance and engagement [50].

In contrast, the absence of consent can violate psychological
contracts, potentially triggering negative emotional and be-
havioral responses from employees [51]. Such violations may
lead to disengagement, resistance, or even counterproductive
behaviors, undermining the campaign’s objectives.

We hypothesize that several factors influence employee
acceptance of simulated phishing campaigns and their behavior
during such campaigns.

H1: Obtaining employee consent in advance has a positive
effect on the acceptance of the simulated phishing campaign.

The case of a newspaper company conducting a simulated
phishing campaign that resulted in public backlash [20] serves
as a cautionary example of how monetary promises in phishing
emails can severely damage trust and have lasting negative
consequences for both employees and the organization. This
issue was particularly pronounced when employees were expe-
riencing financial difficulties, leading to heightened aversion
and a lack of understanding of the campaign’s intent [20].
Strong incentives, such as monetary rewards, are known to
motivate desired behaviors, which is why they are commonly
employed in phishing attacks [52]. However, the perception
of being deceived can trigger negative emotional responses,
including feelings of betrayal and aversion, further exacerbat-
ing distrust [53], [54], [35], [55]. Based on these observations,
we hypothesize that monetary incentives included in phishing
campaign messages may reduce employee acceptance:

H2: The promise of a monetary incentive in phishing email
content has a negative effect on the acceptance of the simu-
lated phishing campaign.

We investigate the effects of various types of consequences
in the context of simulated phishing campaigns. Previous
research suggests that punishment is generally perceived as
acceptable only when applied to severe misdoings [37]. Weinz-
immer and Esken stressed the importance of promoting a
culture that tolerates mistakes and is not based on fear of
repercussion, as this improves psychological safety and pos-
itively impacts organizational learning and performance [56].
Similarly, Wang et al. [57] demonstrated that error tolerance
in organizational settings is linked to improved psychological
well-being, highlighting the necessity of constructive error
management practices to support employees’ mental health.

The organizational culture concerning errors matters, and
we investigated the effects of different types of negative con-
sequences after interacting with a simulated phishing email.
Specifically, we hypothesize that any consequence requiring
employees to divert time away from their primary work
tasks will likely be perceived negatively, thereby reducing the
acceptance of simulated phishing campaigns.
H3: Consequences for the employee resulting from clicking
on the phishing link negatively affect the acceptance of the
simulated phishing campaign2.

Volkamer et al. [32] argued that employees might inten-
tionally click on a phishing link as a form of protest against
a simulated phishing campaign. This aligns with research
on reactance theory, which has been used to explain non-
compliance [58] and computer abuse behavior [40] in orga-
nizational contexts. Reactance occurs when humans perceive
restrictions on their freedom of choice, leading to oppositional
behaviors that aim to restore autonomy.

Studies suggest that mistakes in implementing security
measures—such as a lack of transparency, which can cause
employees to view organizational communication as "bro-
ken"—may exacerbate reactance and increase non-compliance
[59], [60]. In contrast, clear and effective communication
about security initiatives can reduce reactance. In the context
of simulated phishing campaigns, explicitly communicating
the purpose of the campaign and obtaining the consent of
employees to participate demonstrates respect for their auton-
omy, which may mitigate reactive behaviors. Based on these
insights, we hypothesize:
H4: Obtaining employee consent in advance has a negative
effect on the employees’ intention to click on the phishing link
despite knowledge of the simulated phishing campaign.

Monetary incentives have long been one of the most com-
monly employed strategies in phishing attacks, predating the

2In the pre-registration, our hypothesis was “More severe organizational
consequences for the employee, resulting from clicking on the phishing link,
have a negative effect on the acceptance of the simulated phishing campaign.”
This was misleading since we did not have a clear hypothesis regarding the
order of severity of the consequences. We treat the different consequences as
categorical variables. We thus adapted the hypothesis to reflect our view of
consequences as categories.
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advent of modern email-based communication [61]. From a
user’s perspective, emails mentioning money or banking alerts
are among the most recognizable forms of phishing, often
prompting increased caution [62]. In organizational contexts,
the perceived likelihood of receiving such emails is a key
factor influencing users’ evaluation of their legitimacy [62].

Since monetary-incentive emails are generally uncommon
in most organizational settings, they are more likely to be per-
ceived as suspicious or fraudulent. This heightened suspicion
may lead to greater user frustration, particularly when mone-
tary incentives are included in simulated phishing emails. Such
frustration can, in turn, provoke reactance-based behaviors, as
previously discussed in H4, where users respond negatively to
perceived manipulative or deceptive attempts.

H5: Campaigns in which a monetary incentive is promised
have a positive effect on the intention to click on the phishing
link despite knowledge of the simulated phishing campaign.

Previous research emphasized the importance of transparent
communication with employees about the consequences of
simulated phishing campaigns, recommending that these con-
sequences be handled with care to avoid being overly punitive.
Failure to do so may discourage employees from reporting
actual phishing incidents due to fear of repercussions [32].

The use of coercive power by authorities or organizational
officials can trigger a psychological reaction, where people
resist perceived threats to their autonomy [63], [40]. Security
measures relying on fear-based tactics or emphasizing severe
consequences for non-compliance (overly stringent policies)
can increase non-compliant behaviors and provoke reactive
responses [63], [40].

In the case of simulated phishing campaigns, awareness of
severe consequences for interacting with a phishing attempt
may amplify employees’ intention to protest or resist these
initiatives. Based on these considerations, we hypothesize:

H6: More severe consequences for the employee resulting from
clicking on the phishing link have a positive effect on the
intention to click on the phishing link despite knowledge of
the simulated phishing campaign.

Flores et al. [64] demonstrated that people with greater com-
puter experience show higher resilience to phishing attacks.
We hypothesize that higher IT affinity is positively associated
with greater acceptance of phishing campaigns:

H7: Higher affinity for technology correlates with higher
acceptance of the simulated phishing campaign.

IV. METHODOLOGY

A. Research Design

We conducted an online vignette experiment in July 2023
using a 2×4×2 (Consent × Consequences × Incentive)
between-subjects design. The independent variables were Con-
sent (Yes vs. No), Consequences (No impact, Employee in-
terview, Training, Termination after clicking on the phishing

link), and Monetary Incentive (Yes vs. No). These factors were
systematically varied across 16 unique scenarios.

Participants were instructed to assume the role of a case-
worker tasked with evaluating a proposed phishing simulation
campaign within their organization. Based on the vignette pro-
vided, participants assessed the acceptability of the campaign
and their likelihood of engaging in manipulative behavior (e.g.,
intentionally clicking the phishing link despite knowing it was
a simulation). Figure 1 illustrates the study procedure. The
study received approval from the Ethics Committee of the
University of the Bundeswehr Munich, Germany.

Participation in the study was anonymous, so that no con-
clusions could be drawn about individual persons. Participants
first provided informed consent to participate and were in-
troduced to phishing and the study background. They were
then randomly assigned to one of the 16 vignettes, ensuring
a between-subjects approach to minimize bias and prevent
participants from comparing scenarios. After reviewing their
assigned vignette, participants evaluated (1) the acceptability
of the described scenario and (2) their likelihood of engaging
in manipulation despite knowing the campaign was a simula-
tion. Additionally, participants reported prior experience with
phishing campaigns, IT affinity, and demographic information.
The vignettes are included in Appendix A, and the complete
questionnaire, dataset, and analysis syntax are available in the
pre-registration3.

a) Pre-tests: To ensure the clarity and usability of the
questionnaire, three experts in user-centered security and HCI
reviewed the survey while thinking aloud as they completed
it. Feedback from this process informed refinements to the
question items. A subsequent pre-test with N=35 participants
identified potential comprehension issues, particularly with the
vignette scenarios. Based on the pre-test results, the wording
of the manipulation probability item was revised to enhance
clarity and improve the quality of the main study.

B. Vignettes
Each participant was presented with one vignette from the

16 possible scenarios. Figure 2 illustrates the context partic-
ipants were asked to imagine. Participants were instructed to
assume the role of a caseworker evaluating the design of a
simulated phishing campaign planned by their company.

The vignettes systematically varied across three factors:
◦ Consent: Whether the employer obtained consent from

employees about the upcoming campaign (Yes vs. No).
◦ Monetary Incentive: Whether the phishing email

promised a salary increase in exchange for following the
instructions in the email (Yes vs. No).

◦ Consequences: The outcomes for employees who clicked
on the phishing link (No impact, Employee interview,
Training, or Termination).

Participants evaluated the acceptability of the campaign and
their likelihood of manipulation based on the scenario. The
detailed vignette descriptions are provided in Appendix A.

3Pre-registration link: https://osf.io/vz9f2/?view_only=
3f95e86f9a4743cba32c9877bb05338f
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Fig. 1. An overview of the study procedure. Participants were recruited on an online platform and used technology at work at least once per week. Participants
were asked to situate themselves in a role play, where they were first given information about phishing. They were then randomly shown one of 16 vignettes
describing a simulated phishing campaign scenario. Participants answered questions about how acceptable they found the scenario and how likely the participant
would manipulate the scenario despite the knowledge that it was a simulated phishing campaign by their own organization (manipulation probability).

C. Measurements

1) Acceptance (Dependent Variable): Measuring accep-
tance lacks a universally recommended approach. A review in
the field of driving automation identified eight major methods
for measuring acceptance, varying based on study objectives.
Many studies employed a single-item measure of acceptance
[36]. Following this precedent, we assessed acceptance of the
vignette using a 10-point scale (1 = not acceptable at all; 10 =
fully acceptable). Participants were asked: “How acceptable
would you find it if this campaign was conducted in this form
in your company?”

2) Manipulation Probability (Dependent Variable): Ma-
nipulation probability was measured by asking participants:
“What is the likelihood that you would click on the phishing
link if you already realized it was a phishing email from your
employer?” Responses were recorded on a 10-point scale
(1 = very unlikely; 10 = very likely). Additionally, participants
were asked to justify their responses in an open-text field to
provide insights into their motivations for potentially engaging
in manipulative behavior during a phishing campaign.

This measure was exploratory in nature, as no prior studies
explicitly investigated similar concepts. However, we deemed
an empirical examination of this construct valuable for under-
standing participant behavior.

3) Previous Experience of Phishing Campaigns: After
completing the vignette experiment, participants were asked
if they had previously participated in a simulated phishing
campaign as an employee. This was a filter question with
a yes/no response format. Participants with prior experience
were invited to describe the campaign in more detail using an
open-text field, providing information about the content, num-
ber of phishing emails, duration, and scope of the campaign.

Additionally, these participants were asked whether clicking
on the phishing link had any consequences and, if so, to
describe them in an open-response field. Participants were
also surveyed on how they were informed about the campaign,

either in advance or afterward, using the following categories:
(1) Not at all, (2) Verbally by a supervisor, (3) Email, (4)
Work meeting, (5) Training, (6) Note during recruitment, or
(7) Other (open response). Finally, participants rated their
agreement on two statements—whether the simulated phishing
campaign improved their relationship with their employer and
whether they viewed phishing campaigns positively—on a 6-
point scale (1 = strongly disagree, 6 = strongly agree).

4) IT Affinity: Participants’ technical affinity was measured
using the short version of the Affinity for Technology Inter-
action Scale (ATI Scale) by Franke et al. [65].

D. Recruitment and Participants

A total of N=793 participants were recruited via the Prolific
platform4 in July 2023. Notifications were sent to eligible plat-
form members. Participants were required to use technology
at work at least once a week. Individuals who participated
in the study’s pre-test were excluded, as were participants
who did not meet a minimum English proficiency level of
B1. Recruitment targeted UK residents, and our goal was to
collect data from 800 participants to ensure approximately
50 responses per vignette, as recommended for sufficient
statistical power in multi-factorial designs [66].

1) Data Exclusion: Data were collected from 803 partic-
ipants who completed the questionnaire. Following our pre-
registration, 10 participants were excluded due to self-reported
English proficiency levels of A1 or A2. This ensured that all
participants could fully comprehend the vignettes and study
materials. The final sample included N = 793 participants.

2) Description of the Sample: The final sample was 48.7%
female, 50.2% male, 0.6% non-binary, and 0.5% did not
specify their gender. The mean age was M = 41 years (SD
= 12.85, range = 18–78). Participants were relatively highly
educated, with many holding bachelor’s or master’s degrees.

4Prolific Platform: https://www.prolific.co/

6



Fig. 2. Background information about the vignettes. This information was shown to all participants, independently of the condition they were assigned to.
After this background information, participants were shown one of 16 vignettes.

Fig. 3. Representation of the scenario described in the vignettes. The dimensions (consent, monetary incentive, consequences) are separated by a dashed line.
The levels within each dimension are numbered. Baseline conditions are highlighted with a (C).

The average ATI score for technology affinity was M = 14.62
(SD = 4.59), with high internal consistency (α = .87).

E. Experimental Data

Each vignette was viewed an average of 49.56 times. Gender
differences on the acceptance scale were analyzed using a t-
test. Males (M = 5.76, SD = 3.37) reported significantly higher
acceptance than females (M = 5.01, SD = 3.28; t(782) = -3.20,
p < .001, 95% CI [-1.22, -0.29]). No significant relationship
was found between age (p = .50) or education (p = .35)
and vignette acceptance. Additionally, no significant gender
difference was observed on the manipulation probability scale
(t(782) = -0.93, p = .35, 95% CI [-0.15, 0.43]). Correlations
between manipulation probability and age (p = .46) or educa-
tion (p = .31) were also not significant.

The distribution of responses on the acceptance scale was U-
shaped, with the highest frequencies at the extremes and fewer
responses in the middle range (Appendix B.1). In contrast,
responses on the manipulation probability scale were right-

skewed, with most responses clustering at low values and
a smaller proportion indicating higher likelihoods (Appendix
B.2). All response options were used across both scales.

F. Data Analysis

To validate the assumptions of our linear regression model,
we ensured the data satisfied the criteria of linearity, in-
dependence, homoscedasticity, and normality through visual
inspection. Both visual inspection and the Shapiro-Wilk test
indicated that the residuals were not normally distributed.
However, Schmidt and Finan’s findings [67] indicate that
violations of the normality assumption do not significantly
affect results for large sample sizes (i.e., more than 10 ob-
servations/variable).

We conducted separate regression models to estimate the
overall effects of the independent variables (Consent, Mone-
tary Incentive, and Consequences) on the dependent variables:
(1) acceptance of campaign and (2) manipulation probability.
Subsequently, we assessed the effects of individual levels of
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each independent variable on the dependent variables. For
significant effects, we conducted post-hoc analyses to identify
the specific variable levels contributing to the observed effects.

Additionally, we explored the relationship between individ-
ual affinity for technology and acceptance of simulated phish-
ing campaigns by calculating and analyzing the individual sum
scores for the ATI scale for each participant.

V. RESULTS

A. Bivariate Correlations between Dependent Variables

We conducted a correlation analysis to examine the re-
lationship between the dependent variables, acceptance and
manipulation probability. A significant negative correlation
was identified (r = -0.08, p = .02), suggesting that higher
acceptance ratings are slightly associated with lower manip-
ulation probabilities. However, the small magnitude of the
correlation coefficient indicates that this relationship is weak.

The mean acceptance rating across all vignettes was M =
5.39 (SD = 3.34), while the mean manipulation probability was
M = 2.12 (SD = 2.06). These results highlight that, on average,
participants rated the vignettes as moderately acceptable and
reported a low likelihood of engaging in manipulation.

B. Experimental Evidence

1) Acceptance: We performed a linear regression analysis
to examine the relationship between the dependent variable
acceptance and the independent variables, using a significance
level of α = 0.05. While the primary focus was on the single
effects of the independent variables, the overall effects are also
reported for context (see Table T.3 and Figure B.3).

The analysis revealed a significant positive effect of obtain-
ing consent at the beginning of a campaign on acceptance
(r(789) = 0.28, p < 0.001). Regarding consequences, a sig-
nificant negative effect on acceptance was observed (r(789) =
-0.32, p < 0.001). No significant effect of monetary incentives
on acceptance was found in the overall analysis (r(789) =
-0.05, p = .07). A correlation table detailing the relationships
between the independent variables is included in Appendix B.

For further analysis, we calculated the single effects of
the independent variables’ levels (Table I). A statistically
significant positive effect on acceptance was observed (p
< 0.001). Specifically, obtaining prior consent increased the
acceptability rating by nearly one scale point (b = 0.90, p <
0.001).

The single effects of the consequences revealed significant
impacts on acceptance. An employee interview as a conse-
quence of clicking the phishing link led to a decrease in the
acceptability rating by more than one and a half scale points
(b = -1.64, p < 0.001). Termination of employment resulted
in an even larger drop in acceptance, reducing the rating by
almost three and a half scale points (b = -3.37, p < 0.001).

Monetary incentives in the phishing campaign were asso-
ciated with a slight but significant decrease in acceptance,
reducing the rating by approximately half a scale point (b =
-0.47, p = 0.02). Conversely, training as a consequence of the
simulated phishing campaign did not have a significant effect

TABLE I
SINGLE EFFECTS OF THE INDEPENDENT VARIABLES ON THE ACCEPTANCE
OF THE SIMULATED PHISHING CAMPAIGN. ACCEPTANCE WAS MEASURED

ON A SCALE OF 1 TO 10 (1 = NOT ACCEPTABLE AT ALL; 10 = FULLY
ACCEPTABLE).

Term Estimate SE p-value
Intercept 6.4713*** 0.2520
Consent 0.9034*** 0.2379 < .001
Incentive -0.4741* 0.2075 0.023
Employee interview -1.6394*** 0.2845 < .001
Training 0.2923 0.2959 0.324
Termination of contract -3.3688*** 0.3121 < .001

Fig. 4. Coefficient plot single effects of the independent variables on the
acceptance of the simulated phishing campaign

on acceptance (b = 0.29, p = .32). A visual representation of
the coefficients is provided in Figure 4.

2) Manipulation Probability: Overall, participants reported
a very low likelihood of clicking on a phishing link if
they recognized it as originating from their employer (see
Appendix Figure B.2). We analyzed the overall effect of the
independent variables (Consent, Incentive, and Consequences)
on the dependent variable manipulation probability at a signif-
icance level of α = .05. The analysis revealed no statistically
significant relationships between the independent variables and
manipulation probability (Appendix Table T.4 and Figure B.4).

We then examined the single effects of the variable levels
(Figure 5). Neither obtaining consent nor including a monetary
incentive in the phishing email had statistically significant
effects on manipulation probability (p > .05).

To analyze the open-ended responses, we categorized par-
ticipants’ answers, ensuring each response was assigned to at
least one category. Participants were asked to explain their
reasons for potentially clicking on a phishing link, even when
they knew it was part of a simulated phishing campaign.
The analysis identified three primary reasons for intentionally
clicking a suspected link from an employer: false trust in the
email (n = 44), protest (n = 11), and curiosity (n = 9).

Participants who expressed false trust in the email often
believed it to be legitimate, particularly when it appeared to
come from a trusted authority, such as their boss. For example,
responses included, “The boss has specifically asked me to
open it, so I would think it is OK” (P399) and “I think I’m
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TABLE II
SINGLE EFFECTS OF THE INDEPENDENT VARIABLES ON THE

MANIPULATION PROBABILITY. MANIPULATION PROBABILITY WAS
MEASURED ON A SCALE OF 1=VERY UNLIKELY TO 10=VERY LIKELY.

Term Estimate SE p-value
(Intercept) 1.9173 0.1784
Consent 0.1116 0.1684 0.508
Incentive 0.1648 0.1469 0.262
Employee Interview 0.0714 0.2014 0.723
Training 0.2832 0.2095 0.177
Termination of contract 0.0196 0.2210 0.929

Fig. 5. Coefficient plot of single effects of the independent variables on
manipulation probability

quite trusting and do as I’m told” (P47).
Some participants cited protest as their motivation for

clicking on phishing links, using it as a form of defiance
against the campaign. For instance, they stated, “they shouldn’t
be allowed to do it. I don’t think it’s morally right” (P639)
or “I would still click on the link because I know there is no
consequence for me” (P13).

Finally, curiosity was another common reason for interact-
ing with phishing emails. Responses such as “Just to read it”
(P134) and “Just out of curiosity I guess.[...]” (P665) illustrate
how phishing messages can pique recipients’ curiosity, leading
to engagement with the simulated phishing email.

3) ATI and Acceptance: Participants had an average ATI
value of M = 14.62 (SD = 4.59). To examine whether technol-
ogy affinity influences the acceptance of phishing campaigns,
we calculated a Spearman correlation due to the violation of
the normality assumption. The analysis revealed a significant
positive correlation (r(791) = 0.12, p < 0.001), indicating that
individuals with a higher affinity for technology tend to rate
the acceptance of phishing campaigns more favorably. Based
on these findings, Hypothesis 7 is supported.

C. Prior Experience with Simulated Phishing Campaigns

Of the 793 participants, n = 179 (23%) reported prior
experience with simulated phishing and completed additional
questions describing their experiences. This section focuses
on the responses from this subset of participants and serves a
descriptive purpose, independent of experimental treatments.

Among participants with prior experience, 64% indicated
that they were not informed about the phishing campaign in
advance. When asked how they were informed beforehand,
17% reported being notified via email, 10% as part of training,
7% by their supervisor, and just under 3% each during a work
meeting or the application process.

Regarding post-campaign communication, 77% stated they
were informed about the phishing campaign via email, 10%
each in the context of training and/or during a work meeting,
8% verbally by their supervisor, and 5% reported receiving
no notification at all. A few participants mentioned alternative
channels, such as an announcement on the company’s intranet
or informal conversations with colleagues.

Additionally, 44% of participants with prior experience
indicated that falling for the phishing message resulted in
consequences for the employee. Most participants specified in
the open response field that the consequence was participation
in anti-phishing training.

D. Summary of the Results

We summarize the results of this study in Table III.

E. Limitations

Our study has several limitations that should be considered
when interpreting the results. First, we were unable to test
every possible scenario or combination of variables that might
occur in real-world contexts. Consequently, not all potential
expressions of the independent variables could be represented.
Nevertheless, our methodological approach allowed us to
isolate the effects of the variables included in the study and
draw conclusions about their specific impacts.

Second, the consequence “training” may be perceived dif-
ferently by different employees, depending on factors such as
content, delivery method, and personal preferences. Future re-
search could benefit from providing more detailed descriptions
of various consequences to better understand their relative
acceptance and effectiveness.

Third, our sample consisted exclusively of UK residents.
This limits the generalizability of our findings to other cultural
contexts, as cross-cultural differences may influence the de-
pendent variables of acceptance and manipulation probability.
Investigating these variables across diverse cultural settings
would be an important avenue for future work.

Finally, the vignettes varied in length, with some being
longer than others. As each participant was exposed to only
one vignette, the average study duration was relatively short
(M = 04:54 minutes), minimizing the likelihood of fatigue
effects. We assume this had no significant impact on the
results, but future studies could standardize vignette length.

VI. DISCUSSION

A. Acceptance

a) Consent and Simulated Phishing Campaigns: Consent
and simulated phishing campaigns are a highly debated topic.
In our study, obtaining consent significantly improved the
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TABLE III
OVERVIEW OF THE RESULTS

Hypothesis Result Explanation
1 Obtaining employee consent in advance has a positive

effect on the acceptance of the simulated phishing
campaign.

Confirmed Prior consent had a positive effect on the acceptance
rating of the phishing campaign.

2 The promise of a monetary incentive in phishing email
content has a negative effect on the acceptance of the
simulated phishing campaign.

Confirmed The presence of a monetary incentive had a negative
effect on acceptance.

3 More severe organizational consequences for the em-
ployee resulting from clicking on the phishing link
have a negative effect on the acceptance of the simu-
lated phishing campaign.

Partially confirmed Training had statistically non-significant effect on ac-
ceptance. An employee interview or termination of the
employment relationship had a statistically significant
negative effect on acceptance.

4 Obtaining employee consent in advance has a neg-
ative effect on the employees’ intention to click on
the phishing link despite knowledge of the simulated
phishing campaign.

Not confirmed No statistically significant effect of prior consent on
manipulation probability could be found.

5 Campaigns in which a monetary incentive is promised
have a positive effect on the intention to click on
the phishing link despite knowledge of the simulated
phishing campaign.

Not confirmed No statistically significant effect of monetary incentive
on manipulation probability.

6 More severe consequences for the employee resulting
from clicking on the phishing link have a positive
effect on the intention to click on the phishing link de-
spite knowledge of the simulated phishing campaign.

Not confirmed No statistically significant effect of stronger conse-
quences on manipulation probability could be found.

7 Higher affinity for technology correlates with higher
acceptance of the simulated phishing campaign.

Confirmed People with a higher IT affinity rated the acceptance
of phishing campaigns higher.

acceptance rating of simulated phishing campaigns. In prac-
tice, these campaigns often involve some degree of deception
[32]. For instance, some organizations never disclose that a
simulated campaign has been conducted, simply redirecting
victims to a legitimate website. Others inform victims only
after they have fallen for a simulated phishing attempt [32].

Securing consent prior to initiating simulated phishing train-
ing can be examined through the lens of the psychological
contract, which refers to the implicit expectations between
employees and employers regarding their mutual responsi-
bilities [68]. Prior research highlights the critical role of
psychological contracts in shaping employees’ acceptance of
organizational cybersecurity policies [46]. Justice and fairness
are perceived as core components of these contracts, with
employees expecting organizations to act transparently and
declare their intentions openly [69]. Failure to secure clear
consent for simulated phishing emails risks breaching this
contract, which can trigger negative emotional and behavioral
responses [51]. Such breaches may undermine employees’
trust and commitment to security measures [70].

Reactance theory offers another perspective on the impor-
tance of consent in simulated phishing campaign acceptance.
Reactance describes a negative emotional reaction triggered
by perceived threats to or restrictions on an individual’s
behavioural freedom, which in turn leads to actions meant to
restore freedom[41]. In organizational contexts, this response
frequently arises in reaction to security measures perceived

as controlling or invasive [71]. Our findings support this
framework: when simulated phishing campaigns are conducted
without employee consent, they may be perceived as restricting
employees’ freedom to participate voluntarily. Such percep-
tions can provoke negative responses, such as deliberate non-
compliance, including intentionally clicking on phishing links,
thereby countering the organization’s intended objectives.

Informed consent is a fundamental ethical safeguard in
most empirical studies on usable privacy and security [44].
However, the precise amount and type of information required
to qualify as informed consent remain unclear [72]. Lengthy
and overly complex consent documents may fail to effectively
inform research participants or employees. Studies have shown
that prospective participants often do not fully comprehend
the information disclosed during the consent process [73], and
similar challenges may apply in workplace settings.

Further research is needed to determine how employees
can best be informed about simulated phishing campaigns in
ways that balance respect for their time with the provision
of all necessary information. Simulated phishing campaigns
inherently generate personal and potentially sensitive data
about employees. An informed consent process should address
key aspects, including who has access to the data, how long it
will be stored, how it will be secured, and how employees
can revoke their consent. For further guidance, see [32].
Importantly, consent must be both informed and freely given.
Employees who opt out of simulated phishing campaigns
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should be provided with alternative learning opportunities to
enhance their phishing countermeasure skills.

To foster acceptance and effectiveness, organizations could
consider involving employees in the design and refinement
of security measures through co-design sessions. By incor-
porating employees’ perspectives and experiences from their
daily work, organizations can create security initiatives that
are more aligned with employees’ needs, thus enhancing trust
and engagement.

b) False Promises of Monetary Incentives: Our findings
indicate that the inclusion of a monetary incentive in the email
content had a small but statistically significant negative effect
on acceptance. In real-life phishing campaigns, the impact
of a promised incentive likely depends on the organizational
context. It is also important to consider that other pretexts may
similarly have negative effects on acceptance. Sensitive topics
such as vacation days, sick leave, organizational restructuring,
or politics could evoke comparable adverse reactions, high-
lighting the need for careful consideration of email content in
both simulated and real-world scenarios.

c) Consequences of Interacting with a Phishing Email:
Acceptance ratings varied based on the consequences de-
scribed in the vignette scenarios (see Figure 4). Contract termi-
nation, consistent with prior findings [37], and an employee
interview both had a statistically significant negative effect
on acceptance. Conversely, training as a consequence had a
negative effect, though it was not statistically significant.

We hypothesize that the impact of training on acceptance
likely depends on multiple factors, such as the duration of
the training, its perceived relevance, and whether it is viewed
as “embarrassing” (e.g., if supervisors are informed of par-
ticipation) or as a constructive and helpful measure. These
considerations suggest that the design and delivery of training
programs play a critical role in shaping employees’ acceptance
of such consequences.

B. Manipulation Probability

Previous research has noted the possibility of employees
intentionally clicking on simulated phishing links as a form
of protest, driven by feelings that it is unreasonable for their
organization to “trick” them, or out of curiosity [32]. In
our study, the majority of participants indicated that they
would not knowingly click on a simulated phishing email
from their employer, and none of the vignette factors had
a statistically significant effect on manipulation probability.
However, open-ended responses provided some evidence of
intentional clicking, motivated by curiosity or the perception
that there would be no real consequences for doing so.

Several potential follow-up hypotheses could explain these
findings. First, the intention to manipulate a simulated phishing
campaign may be generally uncommon, which could account
for its infrequent occurrence in our sample. Second, the inten-
tion to manipulate may be highly context-dependent and tied to
real-life organizational settings, making it difficult to replicate
using vignette-based scenarios. For example, [74] highlight
the tensions that arise in organizational contexts when time,

resource, and cognitive constraints intersect with incomplete
information and conflicting security demands. These tensions
often lead employees to make “good enough” decisions.
Time and resource pressures, which are integral to workplace
environments, cannot easily be replicated in a vignette study,
suggesting that intentional clicking on a suspected phishing
link may emerge only under such real-world conditions.

Finally, a social desirability bias may influence participants’
responses, as individuals might refrain from admitting behav-
iors they perceive as socially undesirable, such as deliberately
clicking on phishing links, in an effort to present themselves
in a more positive light [75].

C. IT Affinity

This study also examined whether higher IT affinity is
associated with greater acceptance of phishing campaigns.
Consistent with our findings, Flores et al. [64] demonstrated
that individuals with greater computer experience tend to
exhibit higher resilience to phishing attempts.

VII. RECOMMENDATIONS

We provide practical recommendations for designing future
simulated phishing campaigns. It is important to note that
this study does not evaluate whether these campaigns improve
overall security outcomes. Instead, our focus is on identifying
the factors that influence their acceptance.

A. Obtain consent from participants before including them in
simulated phishing training

Our study highlights the positive effect of obtaining em-
ployee consent on the acceptance of phishing campaigns.
While obtaining consent may influence employees’ behavior
in the short term, it is crucial to balance this with the long-term
objectives of maintaining engagement with security measures
and fostering trust in an organization’s security professionals.

Conducting simulated phishing campaigns with prior em-
ployee consent appears to be a worthwhile approach, as it
aligns with ethical considerations and builds transparency.
Additionally, organizations should carefully assess the effects
of prior consent on both acceptance and behavior. Employees
who choose not to provide informed consent should be offered
alternative forms of security training to ensure inclusivity and
equal access to cybersecurity education.

B. Clarify the consequences of insecure behaviors before a
simulated phishing campaign. Consequences (positive and
negative) should be defined in collaboration with employees
of an organization

Our findings indicate that the consequences of a simulated
phishing campaign significantly influence its acceptance. To
enhance transparency and trust, organizations should clearly
communicate the intentions of the campaign, the potential
consequences for employees (both positive and negative), and
how employee data will be used (e.g., who has access, whether
it will be used for performance evaluations). Combining this
approach with prior informed consent ensures that employees
understand the scope and purpose of the campaign.
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Additionally, we found that consequences such as employee
interviews resulted in lower acceptance of the simulated phish-
ing campaign. This insight is particularly relevant for smaller
organizations, where such measures may be more feasible but
could still negatively impact employee perceptions. Further-
more, there is no evidence suggesting that employee interviews
positively influence phishing-related behaviors. Therefore, or-
ganizations should carefully consider alternative approaches
that maintain employee trust and engagement while achieving
the desired training objectives.

C. Organizations should carefully evaluate the appropriate-
ness of pretexts used in simulated phishing campaigns

Our findings indicate that promising an incentive in the
phishing email had a negative effect on the campaign’s ac-
ceptance. While real attackers may employ any means nec-
essary to deceive their targets, organizations should prioritize
fostering employees’ long-term commitment to security over
employing deceptive or controversial tactics.

Simulated phishing campaigns should be designed with
pretexts that align with organizational values and respect
employees’ trust. Using inappropriate or manipulative pretexts
risks undermining employee engagement and could erode
trust in the organization’s security measures. By carefully
considering the acceptability of pretexts, organizations can
maintain transparency, build trust, and enhance the overall
effectiveness of their security training initiatives.

VIII. FUTURE RESEARCH

Future research should explore the real-life acceptance of
employees who have participated in simulated phishing cam-
paigns within their organizations. In particular, interviewing
employees who expressed disagreement or dissatisfaction with
these campaigns could provide valuable insights into potential
areas for improvement. Understanding their concerns and
perspectives would help refine the design and implementation
of such initiatives.

Additionally, future studies should investigate how employ-
ees perceive the impact of these campaigns on their behavior.
Behavior change in organizational contexts is inherently com-
plex and influenced by numerous factors, including the nature
of the intervention and the organizational culture. Therefore,
further research should examine the specific characteristics
of simulated phishing campaigns—such as their frequency,
transparency, and consequences—to gain a deeper understand-
ing of their effectiveness and how they are perceived by
employees. This detailed analysis could help identify best
practices for fostering meaningful and lasting behavior change
in cybersecurity.

IX. CONCLUSION

Our findings highlight the impact of varying key fac-
tors—consent, monetary incentives, and consequences—when
designing simulated phishing campaigns. The results reveal
that these factors can significantly influence employee accep-
tance, underscoring the importance of thoughtful campaign

design. However, it is important to note that this study does
not assess or advocate for the overall effectiveness of such
campaigns in improving organizational security, a topic that
has been questioned by multiple studies.

We encourage future research to explore ways to enhance
the effectiveness of anti-phishing training, whether simulated
or otherwise, while simultaneously ensuring these measures
are accepted by employees. Long-term organizational security
relies on the sustained collaboration, trust, and motivation
of employees. Therefore, any security measure should be
rigorously evaluated not only for its behavioral impact but
also for how it is perceived by employees.

We hope to see more research focused on understanding
employee engagement, motivation, and acceptance of security
measures, as these factors are critical to creating effective,
ethical, and sustainable organizational cybersecurity practices.
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APPENDIX

APPENDIX A
VIGNETTES

Vignette 01
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 02
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 03
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 04
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 05
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 06
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 07
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employees’
work contract will be terminated.

Vignette 08
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employees’
work contract will be terminated.
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Vignette 09
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 10
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 11
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 12
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 13
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 14
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 15
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employees’
work contract will be terminated.

Vignette 16
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employees’
work contract will be terminated.

APPENDIX B
ADDITIONAL FIGURES AND DATA
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Fig. B.1. Distribution of responses on the acceptance scale of all vignettes

Fig. B.2. Distribution of responses manipulation probability

TABLE T.1
CORRELATION TABLE OF INDEPENDENT VARIABLES ON ACCEPTANCE

Variable M SD 1 2 3 4
1 Acceptance 5.39 3.34 - .28** -.32** -.05
2 Consent - -.34** -.01
3 Consequences 2.44 1.12 - -.001
4 Incentive -
N = 793, *p <.05, **p <.01

TABLE T.2
CORRELATION TABLE OF INDEPENDENT VARIABLES ON MANIPULATION

PROBABILITY

Variable M SD 1 2 3 4
1 Manipulation Prob. 2.12 2.06 - .03 .01 .04
2 Consent - -.34** -.01
3 Consequences 2.44 1.12 - -.001
4 Incentive -
N = 793, *p <.05, **p <.01

Fig. B.3. Overall effects of the independent variables on acceptance

TABLE T.3
REGRESSION TABLE OVERALL EFFECTS ON ACCEPTANCE. ACCEPTANCE

WAS MEASURED ON A SCALE OF 1 TO 10.

Term Estimate SE p-value

(Intercept) 5.9972 0.2665
Consent 1.7731*** 0.2334 < .001
Incentive -0.3464 0.2235 0.121
Consequences (dummy) -1.4830*** 0.2557 < .001

Fig. B.4. Overall effects of the independent variables on manipulation
probability

TABLE T.4
REGRESSION TABLE OVERALL EFFECTS ON MANIPULATION PROBABILITY.
MANIPULATION PROBABILITY WAS MEASURED ON A SCALE OF 1 TO 10.

Term Estimate SE p-value

(Intercept) 1.8898 0.1748
Consent 0.1587 0.1531 0.300
Incentive 0.1757 0.1466 0.231
Consequences (dummy) 0.1269 0.1678 0.450
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