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Abstract—Privacy-Enhancing Technologies (PETs) have gained
considerable attention in the past decades, particularly in
academia but also in practical settings. The proliferation of
promising technologies from research presents only one perspec-
tive, and the true success of PETs should also be measured
in their adoption in the industry. Yet, a potential issue arises
with the very terminology of Privacy-Enhancing Technology: what
exactly is a PET, and what is not? To tackle this question, we
begin with the academic side, investigating various definitions of
PETs proposed in the literature over the past 30 years. Next,
we compare our findings with the awareness and understanding
of PETs in practice by conducting 20 semi-structured interviews
with privacy professionals. Additionally, we conduct two surveys
with 67 total participants, quantifying which of the technologies
from the literature practitioners consider to be PETs, while also
evaluating new definitions that we propose. Our results show that
there is little agreement in academia and practice on how the term
Privacy-Enhancing Technologies is understood. We conclude that
there is much work to be done towards facilitating a common
understanding of PETs and their transition from research to
practice.

I. INTRODUCTION

The discussion of Privacy-Enhancing Technologies (PETs)
very often focuses on the technology itself: a particular
technology may be characterized by its unique approach to
privacy protection, by which its inclusion under the umbrella
of PETs may become readily apparent. The name Differential
Privacy (DP), for example, may vouch for an immediate
acceptance into the class of Privacy-Enhancing Technologies.
Homomorphic Encryption (HE) and Secure Multi-party Com-
putation (SMPC) often also receive this designation. In other
circles, however, password managers and email encryption
would likewise be classified as PETs. While the underlying
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goal of all these technologies may be aligned, it may become
challenging to view them in the same light.

In order to tackle this lack of alignment, one might wish
to rely on a common definition of what it means to be a
PET, which would ideally contain a list of criteria with which
one could make an informed decision: PET or not a PET.
Alas, such a common understanding does not yet exist; there
is no common understanding or generally accepted definition
for Privacy-Enhancing Technologies. This fact is emphasized
in the Privacy Tech Strategy Recommendations to the White
House [1], claiming that in order to develop an effective
national strategy on privacy tech, “there must be clarification
and standardization of what [is] mean[t] by privacy tech,
privacy enhancing technologies (PETs), and related terminol-
ogy”, implying the lack of a universally accepted definition.

The issue portrayed in this statement runs deeper, when
one considers the practical side of PETs. In order for PETs
to achieve their goal of privacy protection, they must exit the
academic sphere and be implemented in real-world use cases.
In crossing the academic-practical divide, though, the question
becomes whether the practical perspective of what a PET is
aligns with the academic view.

Thus, we make concrete two potential setbacks in the
research and implementation of PETs: (1) an unclear definition
of PETs in general, particularly from a theoretical perspective,
and (2) a gap in awareness and understanding between the
academic side researching PETs and the practical side imple-
menting them. Furthermore, we posit that (1) could play a
major role in exacerbating (2).

To investigate the prevalence of this issue, we first survey
the academic understanding of PETs by exploring the key
characteristics of PETs, as discussed in the literature, and how
these characteristics have evolved over time. This is accom-
plished by conducting a Systematic Literature Review (SLR)
of relevant PET literature from the past 30 years, dating back
to the inception of the term Privacy-Enhancing Technology. In
doing this, we hope to encapsulate the academic understanding
of PETs, facilitating the following analysis.

The second phase of our work sets the scope to the
practical side, where we aim to investigate the understanding



of PETs from the viewpoint of privacy professionals. Here,
the goal becomes not only to investigate the term PET and
the technologies themselves, but also to evaluate which of
the identified aspects from the first phase are most relevant
to practitioners. To foster this discussion, we conduct a two-
sided, mixed methods study, first interviewing 20 privacy
professionals and then conducting a two-phase survey study
with 67 total participants. The primary goal of these two
studies is to gain both qualitative and quantitative data which
provide insights into the practical understanding of PETs,
particularly in juxtaposition to the findings from our SLR.

Our findings include seven definitions, derived from 37

primary literature sources. These definitions shed light on the
building blocks that have shaped the academic PETs thinking
in the past three decades. We put these definitions under the
microscope in our practice-oriented study, which ultimately
validates the hypothesis that there is little agreement as to
which technologies are PETs, and more importantly, what
a common definition of PETs could be. Presented with this
disparity in understanding, we propose an updated definition
of PETs, which takes inspiration from our building blocks and
fuses the feedback from practitioners. With this, we hope to
take a first step in making the concept of PETs more available
and understandable for practitioners in general.

Our work makes the following contributions to the field of

Privacy-Enhancing Technologies:

1) We provide a comprehensive survey of PET definitions
in the literature, uncovering seven foundational defini-
tions, from which seven building blocks are derived.

2) We identify the list of technologies considered to be
PETs in the literature and quantify their prevalence.

3) We probe the practical perspective on PETs, exploring
the perceived gap between academia and industry.

4) We quantify the degree to which PETs stemming from
the literature are considered PETS in practice.

5) We synthesize our findings to construct an updated
definition of PETs, and evaluate the understandability,
completeness, and scope of our proposed definition.

The structure of our work is as follows. In Section II, we

introduce PETs and their rising prevalence. Section III outlines
our methodology, divided into our conducted SLR, interviews,
and surveys. Section IV begins our research findings with an
overview of PET definitions and their corresponding building
blocks. These become the basis for Section V, which reports
the major findings of the semi-structured interviews and sur-
veys. Section VI culminates in our proposed revised definition
of PETs, which is followed by a discussion in Section VII.
Finally, Section VIII highlights the practical relevance of our
work, as well as suggestions for follow-up work on the topic.

II. BACKGROUND AND RELATED WORK

The technological advancements of the past decades have
led to ever-increasing amounts of data being processed on a
daily basis. This, in turn, raises significant privacy concerns,
as the potential presence of Personally Identifiable Information
(PII) in a dataset can put the affected individuals at risk if

a data breach occurs. It is, therefore, important to handle
sensitive data in a privacy-preserving manner, considering both
legal and technical aspects.

From the legal side, various legal frameworks and regula-
tions, such as the General Data Protection Regulation (GDPR)
or The California Consumer Privacy Act (CCPA), have been
enacted to safeguard individuals’ fundamental rights concern-
ing the protection of personal data [2]. Such regulations are
crucial in guiding organizations in ethical and responsible
data management practices, establishing principles for data
collection, sharing, storage, and usage.

In order to achieve compliance with the requirements set
forth by these regulations, appropriate technical measures
for privacy protection must be developed and integrated into
software products and processes [3]. Serving as a technical
approach to the preservation of privacy, a class of technologies
known collectively as Privacy-Enhancing Technologies (PETs)
has emerged in research. In essence, PETs encompass a range
of technical approaches designed to allow deriving value from
data while ensuring privacy protection; however, there is no
universal definition.

Interestingly, the term Privacy-Enhancing Technologies did
not originate in the academic environment; its first appearance
dates back to 1995 when it was used in a report by the
Dutch Data Protection Authority and the Ontario Information
Commissioner, which explored a novel approach to privacy
protection [4], [5]. Since then, the term has seemingly strug-
gled to gain acceptance within the industry but instead began to
attract attention in academia, resulting in a growing number of
scientific publications on the subject. The exponential trend is
illustrated in Figure 1, which shows the number of publications
over the years with “Privacy-Enhancing Technologies” in the
title or abstract.
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Fig. 1. Number of publications with “Privacy-Enhancing Technologies” in
the title or abstract. Data source: Dimensions.ai

In a literature review conducted in 2020, Mangio et al. [6]
categorized research on PETs into three distinct branches. The
first branch encompasses studies within the field of economic
research, which aim to understand the evolutionary dynamics
of the PET market and identify the key technological and
economic barriers that hinder the widespread adoption of these
technologies. The second branch includes research in the field
of ICT and information systems, focusing specifically on high-



tech aspects of PETs and evaluating their effectiveness and
usability through technical advancements. The third branch
relates to the history of end-user-focused information system
research and comprises studies that aim to explore users’
perspectives on adopting PETs, an area that is still relatively
new. Multiple researchers have also attempted to categorize
PETs, proposing different taxonomies of PETs based on
involved entity [7], performed operation [8], privacy goals and
requirements [9], technology maturity [10], effectiveness [11],
and activities or layers [4].

Although numerous studies have previously asserted that
there is no universally accepted definition for Privacy-
Enhancing Technologies [12], [13], [14], to the best of au-
thors’ knowledge, there is no comparative study analyzing the
available definitions and exploring why, after 30 years since
its initial definition, the term remains unstandardized. The
report that originally introduced the term PETs did not provide
a formal definition; subsequently, numerous academic works
attempted to clarify and formalize the concept, offering their
own custom definitions, which will be presented in Section
IV-A. The only identified comprehensive study on the topic,
which also tried to introduce a new definition, is the Handbook
of Privacy and PETs [15], which was published shortly after
the original report [5]. In this work, the authors support
their new definition by outlining seven principles, stemming
from the evolution of the concept and the emergence of new
techniques that align with the initial notion of an identity
protector, as described in the first publication. The Handbook
also describes legal foundations, along with state-of-the-art
PET examples and active projects on the topic. The main
limitation of this study arises from its publication year of
2003; at that time, numerous technologies that are currently
recognized as privacy-enhancing were either in their early
stages or not yet developed.

In this light, we revisit the topic of defining Privacy-
Enhancing Technologies after twenty years since Borking
[15], which has seen significant technological developments,
immense changes in the regulatory landscape, and most im-
portantly, the seemingly growing disparity in what it means to
be considered a PET. This gap represents the motivation and
starting point for our investigation.

III. METHODOLOGY

To guide our work we define the following research question
as a basis for our investigation:

RQ: What is the operational definition of PETs in the litera-
ture, and how does this differ from what can be observed
in the industry?

In order to realize the answer to this question, we naturally
divide our work into two overarching studies. The first consists
of a Systematic Literature Review (SLR), which aims to
explore and systematize the definition of PETs in academic
literature. In the second phase, we conduct semi-structured
interviews and a survey, which have a two-fold goal: (1) to
validate whether the definitions from our SLR are shared also

in the industry, and (2) to evaluate the understanding of PETs
in the industry, from the perspective of privacy practitioners.

A. PETs Definitions in the Literature

A Systematic Literature Review was conducted according
to the methodology proposed by Kitchenham et al. [16]. The
SLR encompassed five databases, specifically IEEE Xplore,
ACM Digital Library, ScienceDirect, Scopus, and Springer-
Link, which rank among the top ten search engines for
identifying relevant studies in software engineering [17]. For
each database, the following search string was employed:

(Q1 OR Q2) AND Q3
Q1: Privacy Enhancing Technologies in title AND privacy-
enhancing technologies in keywords
Privacy Enhancing Technologies in title AND PET in
keywords
Q3: publication date > 1995

The search string was carefully designed during the planning
phase of the literature review. An important decision in the
planning of the literature review was to focus solely on
previous works that survey or investigate PETs in general, and
not on specific PET implementations or methods. In this way,
our goal was to consider papers that define or characterize
Privacy-Enhancing Technologies, where this exact term is
explicitly defined. Thus, this term becomes central to our
search string for the literature review. This decision becomes
especially important to the review when considering venues
that specialize in featuring works that introduce implementa-
tions of PETs. Rather, we mainly consider works attempting
to survey, analyze, systematize, or otherwise study PETs as a
concept, not instances of PETs.

A decision was also made to exclude the term “PET”
as a single search term due to its tendency to yield results
unrelated to the field. Incorporating terms such as “definition”
or ‘“characterization” in conjunction with “PETs” likewise
produced inconsistent results during the preliminary search.
As such, a deliberate decision was made to opt for a broader
query and focus on manual filtering and selection of relevant
papers, according to defined quality and inclusion criteria,
which primarily necessitated a focus on the definition or
characterization of PETs from a technical perspective.

In order to fill potential gaps created by the exclusions
discussed above, we performed forward/backward reference
searching, based on the initial foundation of papers found
by our search string. From the initial filtered set of 28
papers, we searched for previously not found relevant papers
in the references of these 28 papers, as well as leveraged
Google Scholar to find papers that cite these 28 works. These
forward/backward results were filtered by title to achieve the
final set of papers for the SLR.

Table I presents the number of identified research pub-
lications grouped by the search engine. The initial sample,
comprising 140 publications, was obtained by applying the
presented search string to the selected databases. Note that
the initial sample may include duplicates, as no filtering was
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performed at this stage. The final sample of filtered papers
includes publications originating from additional sources iden-
tified from the forward and backward search.

The corresponding references for the papers contained in
the final sample are presented in the last column of Table I.

TABLE I
SLR RESULTS AND REFERENCES.
Search Engine / Venue | Initial Final References
Sample Sample
IEEE Xplore 11 3 [18], [13], [19]
ACM Digital Library 7 1 [20]
ScienceDirect 13 7 [211, [8], [4], [22], [23], [24], [25]
Scopus 85 6 [71, [14], [26], [27], [10], [28]
SpringerLink 22 11 [29], [30], [11], [31], [32], [9], [33],
[34], [35], [36], [37]
PoPETSs/PETS 2 1 [38]
USENIX Security - - -
SOUPS - - -
Other - 8 [15]1, [39], [12], [5], [40], [41], [42],
[43]

a) Analysis: The main goal in the analysis of the identi-
fied literature was to extract definitions of PETs as proposed by
these sources. This process was performed in a collaborative
manner, where one researcher reviewed the sources and ex-
tracted candidate definitions, while two additional researchers
reviewed and verified these definitions. The result of this
process is presented in Section IV.

B. Gaining Practical Perspectives on PETs

We conducted semi-structured interviews with experts in
technical roles in the privacy field. The goal of these interviews
was to assess the level of familiarity with PETs among these
practitioners, as well as to gain insight into the level of
adoption of PETs in the industry.

1) Design: The interview guide was set up to learn about
the understanding of PETs from the perspective of the in-
terviewee’s role and experiences. A team of three researchers
first drafted a set of interview questions, where the main focus
was to inquire into a practitioner’s familiarity with the concept
of PETs, as well as the practical relevance of this term. In
addition, we constructed a ranking exercise, based on the SLR
definition findings. Finally, we focused on broader questions,
asking about the practitioner’s opinion on any perceived gap
between industry and academia, as well as the merits of a
more common understanding of PETs, if any.

This initial guide was piloted in the first conducted inter-
views, after which the research team discussed any potential
ambiguities or confusing questions as perceived during the
interview conduction. Following this, the only major change
that was made was the manner in which the ranking exercise
was administered (giving the option for offline completion),
but otherwise, the final guide as presented in the Appendix
very closely mirrors the initial draft.

After obtaining consent to conduct and record the interview,
we first obtained background information on the interviewee.
Next, questions revolving around the interviewee’s practical
understanding of PETs, including whether the term is used at
all, were asked. This was followed by an interactive task, in the

format of a survey, where the interviewee was asked to rank a
list of definitions (from the SLR) from most to least accurate
(Question 7), as well as complete a multi-choice question on
the perceived most important aspects of PETs (Question §).
The interview was rounded out with general questions probing
into the perceived gap between academia and industry, as well
as possible ways to improve this, if at all.

All participants joined our study voluntarily. Participants
were provided with relevant information regarding the study
in advance, ensuring informed consent. We explicitly asked for
consent to the recording, transcribing, and publishing of the
results in anonymized form. Interviews remained confidential,
with all PII being anonymized, thus also minimizing potential
social harm to the person or company behind them. We
considered the emotional well-being of the interviewees by
conducting interviews in an appreciative manner, motivated
by appreciative inquiry [44].

2) Candidate Acquisition: As we focused on the perspec-
tives of technical practitioners, we sought out suitable inter-
view candidates in technical roles involved with privacy, using
LinkedIn as a basis. Search strings such as ‘privacy engineer’,
‘privacy champion’, ‘requirements engineer’, and ‘privacy
architect” were used to obtain a list of potential candidates.
This list was sorted by examining each potential participant’s
profile and checking whether it explicitly mentioned PETs,
cybersecurity, or information security. If so, these people were
given a higher priority in the extraction. For people who
did not mention PETs in their profile, we gave preference
to candidates with more years of experience in the field and
different roles held over the years. During the course of the
interviews, candidates were also obtained via referral from
earlier interviewees.

The relevant interviewee demographics can be found in
Table V of the Appendix. Our interviewees work in small
(n=3), medium (n=4), and large (n=12) companies (1 self-
employed), within various industry domains. They are located
on five different continents, primarily in Europe and the United
States. Years of experience range from 1-3 (n=1), 3-5 years
(n=4), 5-10 years (n=7), 10-20 (n=6), and 20+ years (n=2).

The candidate acquisition process was stopped after 20
interviews due to feedback from the interview insights that
saturation had been reached. Two criteria quantifying satura-
tion include a stabilization in the rank scores (Table II), as well
as a more subjective perceived saturation of themes extracted
from the interview data.

3) Analysis: Following the conclusion of each survey, a
Qualitative Content Analysis [45] was conducted to extract
findings from the unstructured transcript data. Firstly, the
transcript was sectioned by interviewee response, and these
responses were assigned to the original questions in our
interview guide. Then, important excerpts were highlighted,
focusing on extracting direct citations from the interviewee to
avoid bias introduced by personal interpretation. In the case
of the interactive tasks outlined above, the answers to these
could be simply aggregated into quantitative data, i.e., a rank
score. Thus, our analysis follows the guidelines of Mayring



[45], in the way that interview data is transformed both into
qualitative data (excerpts, themes) and quantitative data (rank
score, frequencies of themes).

In addition to the above, we mitigate researcher bias by
collaboratively coding in a team of three researchers, where
codes can be shared and verified. In particular, codes initially
defined by the main researcher were reviewed and verified
by two senior researchers. Furthermore, the transformation of
interview data into quantitative results adds objectivity to the
coding and analysis process, further reducing the effect of any
potential personal biases.

The findings from our analysis serve as the basis for assess-
ing the SLR PET definitions (Section IV) and for reflecting
on the practical perspective of PETs (Section V).

C. Surveying PET Understanding

The goal of the survey study was to obtain a clearer
picture of the understanding of PETs among practitioners.
Specifically, the study was divided into two separate surveys:

S1. (1) given a set of PETs from the literature, inquire which
of these are considered PETs by practitioners, and (2)
evaluate our newly proposed draft definition of PETs.

S2. (1) after the incorporation of feedback from S1, evaluate
an updated definition of PETS, in comparison to the two
leading PET definitions from the literature.

1) SI Design: After initial background questions, survey
participants were presented with a list of PETs, and for each
PET, a response of Yes, No, or Not Sure was prompted by:
Which of the following technologies do you consider a PET?

Finally, the participant was presented with our proposed
definition of PETs (Definition 1 discussed in Section VI),
and prompted to rate the definition on a scale of 1-10 for
understandability and completeness, with 10 being the best.
Both of these terms were clearly defined in the survey form
and are introduced in Section VI-B.

2) S2 Design: Following the same background questions as
S1, survey participants were prompted to rate the understand-
ability, completeness, and scope of three PET definitions —
two definitions from the literature receiving the highest ranks
from the interviews, as well as our updated Definition 2. In
this survey, an additional metric of scope was introduced based
on the feedback from S1.

Both surveys were administered via Google Forms. They
were fully anonymous and no personal data was collected.

3) Participant Acquisition: To facilitate participant acqui-
sition, we published calls for participation in two groups on
LinkedIn: JAPP (57k+ members) and Information Security
Network (600k+ members).

These calls were refreshed on a regular basis for a period of
two months. The target group for the survey was professionals
working in the privacy and security field. In addition to the
above, the surveys were distributed directly to select individu-
als whose LinkedIn profiles closely matched our target profile
(PETs somewhere in the profile), as well as to interviewees
who also expressed interest in participating in the survey.

4) Participant Demographics: S1 elicited a total of 40
responses. The respondents are based in 16 different coun-
tries from five different continents, and work in 12 different
industry domains, the most dominant ones being Information
Technology (n=13) and Finance (n=7). In terms of years of
experience, there is a relatively even distribution between /-3
(n=4), 3-5 (n=8), 5-10 (n=10), 10-20 (n=9), and 20+ (n=9).
To reflect the views of privacy professionals from various
backgrounds, practitioners serving in technical (n=13), legal
(n=5), consulting (n=7), and management (n=15) roles were
included. Further details on the demographics of the first
survey are presented in Table VI of Appendix A.

S2 elicited 27 responses. The respondents are based in 12
different countries across four continents, working in 11 differ-
ent industry domains. Years of experience are well distributed
with an emphasis on 5-710 (n=13), with other ranges including
1-3 (n=2), 3-5 (n=4), 10-20 (n=4), and 20+ (n=4). Role cate-
gories included technical (n=9), legal (n=8), consulting (n=2),
and management (n=8) positions. Therefore, the demographics
of the S2 respondents proportionally match those of S1 very
closely, thus providing a similarly representative sample across
domain, region, role, and experience. Demographic details of
S2 participants can be found in Table VII of Appendix A.

D. Ethics Considerations

During the course of the study, we made sure to set
guidelines on how we were to protect the privacy of the study
participants, which included safeguarding the identities of the
interview study participants in the data analysis and synthesis
phases. We obtained informed consent both in written and
oral (at the beginning of the interviews) form. Informed
consent included a clear explanation of the background and
purpose of the study, as well as how the interview data
would be captured and used. Namely, the participants gave
their consent for the audio to be recorded and transcribed,
and for pseudonymized resulting data, including direct quotes,
to be published in a scientific publication. All analyses on
the interview transcripts were performed with pseudonymized
versions, and no transcripts were ever shared outside of our
research team. The two administered surveys were completely
anonymous; no personally identifiable information was asked
for or recorded.

Participation in the interviews was completely voluntary,
and therefore, no compensation was offered. In conducting the
interviews, we facilitated a welcoming and open environment
by asking questions in an appreciative manner, inquiring
about our participants’ experiences and perspectives. The full
interview guide was shared in the days before the interview, so
that the interviewees felt prepared and confident to answer the
questions; however, interviewees were free not to answer any
questions. Time was always left before and after the interviews
to allow for comments or concerns.

IV. THE ACADEMIC PERSPECTIVE

In the investigation of the academic perspective on PETs,
we first begin with the SLR to identify literature where PETs
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TABLE 11

OVERVIEW OF PET DEFINITIONS. “SUP.” DENOTES THE NUMBER OF CITING PAPERS WITHIN OUR SELECTED 37 SOURCES.

Definition

Year

Ref.

Sup.

Rank |

DEF-1

DEF-2

DEF-3

DEF-4

DEF-5

DEF-6

DEF-7

Technologies to protect sensitive personal information, either by separating the user’s identity
from the use of the information system through an identity protector or without recording
any identifying information at all.

System of ICT measures protecting informational privacy by eliminating or minimizing
personal data thereby preventing unnecessary or unwanted processing of personal data,
without the loss of the functionality of the information system.

Technologies to protect legitimate users’ privacy against abusive companies or agencies,
without helping criminals to perpetrate illegal actions with impunity.

Technologies that help achieve compliance with data protection legislation and help meet
business privacy requirements.

Broad range of technologies and applications that are designed to enhance privacy and data
security of both individual and corporate users in their online activities and communications.
Group of systems, processes, and techniques that enable processing to derive value from
data while minimizing the privacy and security risk to individuals.

Promising technologies that fulfill users’ requirements regarding privacy, especially with
the emergence of privacy legislation while enabling service providers and third parties to

1995

2001

2006

2012

2020

2021

2022

(5]

[41]

[34]
[13]
[36]
(8]
(7]

1

3.6

35

5.1

4.5

33

39

4.3

provide optimal user experience and quality of service.

are explicitly defined. We then perform a quantitative analysis
to quantify the prevalence of various technologies that are
referred to as PETs in the selected literature, including reviews
and taxonomies of PETs.

A. Definitions of PETs

Within the final set of included publications, presented in
Table I, 14 distinct definitions were identified. In the conducted
SLR, the main point of concern was identifying literature
in which a definition of Privacy-Enhancing Technologies, or
PETs, was explicitly given. With the final set of 37 included
literature sources, 14 distinct definitions were identified. Some
of these definitions, however, were not completely relevant to
our study, for reasons that are given in the full list of Table IX
in the Appendix. Specifically, six definitions were excluded
since they either (1) presented no new aspects to an earlier
definition or (2) were foo broad. After removing these, the
final set contained seven remaining definitions.

This final set of seven definitions is presented in Table II,
which includes the original definition, the year of its inception,
originating source (Ref.), supporting references (Sup.) and
rank. Rank refers to the average ranked position in the ranking
task of the interviews, where a lower rank means that the
definition was generally regarded as a better definition than
others. Supporting references refer to works being published
after a given definition, in which this definition is used exactly,
or nearly identically.

Observing the definitions in Table II, one can detect a clear
change in focus expressed in the individual definitions. This
is plausible, as the rapidly changing technological sphere, as
well as the rise of modern data privacy regulations, could
have certainly had an effect on the formation of updated PET
definitions. Taking an example, the definition of Pelkola [13]
can be seen as a close predecessor to the omnibus GDPR
drafted and enacted just a few years later. A similar analysis
of the mapping from a shift in focus to a change in real-world

events or shifting opinion would present an interesting study,
but is outside of the scope of our work.

B. Uncovering the Most Predominant PETs

With the set of PET definitions, our next analysis performed
as part of the SLR involved exploring which specific technolo-
gies were referred to as PETs by the SLR sources.

Table IIT presents the top 10 mentioned technologies from
the 37 included papers in the SLR. In these papers, all
mentions of technologies were identified and enumerated. In
addition, a weighted score is calculated, which provides a
better notion of the relative predominance with respect to time.
For example, while Differential Privacy is only mentioned 8
times, it occurs with heavy frequency since its earliest mention
in reviewed literature in 2020. Beyond the top 10 PETs, the
full table of identified technologies, as well as the works in
which they are mentioned, are listed in the Appendix.

Performing this analysis is useful as it sheds light on the
academic understanding of PETs, namely from those who
defined the term PET in the literature. Table III gives insight
into the most prevalent PETs as seen by the definers of
PETs. From this, one can begin to draw lines between a PET
definition and its associated technologies. The challenges of
attempting to do so, however, are discussed in Section VII.

V. PRACTICAL PERSPECTIVE

While PETs are rooted in academia, their true significance
lies in their practical application for data protection. Hence, a
clear understanding of these technologies and their potential
is essential to facilitate their implementation in the industry.
Having extensively covered the academic definitions and view-
points related to PETs in Section IV, we now shift focus to
the practical understanding of PETs in an industrial context.
As a basis for our investigation, we rely on the conducted
semi-structured expert interviews described in Section III-B.



TABLE III
TOP TEN TECHNOLOGIES CLASSIFIED AS PETS IN LITERATURE.
“MENTIONS” DENOTES RAW NUMBER OF APPEARANCES IN THE
LITERATURE, WHILE “WEIGHTED” DIVIDES MENTIONS BY THE NUMBER
OF YEARS ELAPSED SINCE THE FIRST MENTION IN THE REVIEWED
LITERATURE. THE WEIGHTED SCORE IS NORMALIZED FOR READABILITY.

Technology Mentions Weighted
Onion Routing 14 0.25
K-Anonymity 13 0.40
Homomorphic Encryption 11 0.33
Secure Multi-party Computation 11 0.33
Zero Knowledge Proof 10 0.20
Mix-Networks 10 0.16
Symmetric/Asymmetric Encryption 10 0.12
Anonymous Credentials 9 0.18
Digital Signatures 9 0.09
Differential Privacy 8 0.85

A. Definition of PETs in Practice

In this section, we briefly discuss the insights from the inter-
view, namely practitioners’ understanding and use of the term
“PETs”, as well as their encounters with these technologies.

While our interview study targeted technical professionals
who deal with privacy matters on a daily basis, in their
responses, we observed a degree of uncertainty and confu-
sion regarding the term Privacy-Enhancing Technologies. For
instance, 11, I5 and 115 admitted that they were not familiar
with this term before the interview. On the other hand, others
viewed the topic from a legal standpoint:

Technical and organizational measures [...] with a
positive impact on the seven data protection princi-
ples. (13)

Technologies that we have to implement in our prod-
ucts, services, and processes to meet the requirements
and legal obligation of articles 25 and 32 of the
GDPR. (17)

Two definitions that are closely aligned with those from the
literature were given by respondents with a strong academic
background on the topic, namely 14 and 16, who described
PETs as:

Technologies that help us manage information flows,
particularly information flows that identify subjects.
I4)

[A] set of technologies that help provide the necessary
level of privacy according to the chosen adversary
model. (16)

Arguably, the most precise definition was provided by I8,
who holds a PhD in privacy protection and is actively involved
in researching and developing PETs for a large organization:

Technologies which can be both software and hard-
ware or a combination of both that increase the
privacy of the user while still allowing for the use
of existing services or applications. (18)

Interestingly, in providing a definition for PETSs, many inter-
viewees focused not necessarily on the nature of technology,
but rather on the goal of PETs to allow individuals to exercise
their right to privacy and empower them to control the usage
of their data. This aspect introduces a user- and rights-centric
definition that illustrates PETs as a facilitator of lawful and

ethical data processing, something which is largely ignored by
the selected literature.
[The] technology is there, for me, to provide [privacy]
rights to individuals. (116)
PETs give data subjects the ability to understand and
control the data being collected (...) and minimize the
individual risk of that data being used incorrectly or
unethically. (I11)

Not all interviewees were able to formulate a definition for
the term PETSs, and some seemed to conflate the privacy and
security aspects of data protection, as also observed by 114:

I don’t have any technical term to refer to the PETs,
but I hear some people in my field, they confuse the
term PET with security controls or security measures.
114)

Nearly all interviewees unanimously agreed that the term
itself is academic in nature. In addition, 119 mentioned that the
term is most often encountered by practitioners at conferences,
on certification exams, and through media outlets such as
podcasts and LinkedIn posts. Accordingly, an important insight
derived from our study is that the term PETs is not as prevalent
in the industry. 112 sheds light on the sheer lack of usage of
the term:

Yes, technically, there are Privacy-Enhancing Tech-
nologies, of course. Do we call them that? Absolutely
not. (112)

Instead, other terminologies are often used to refer to the
technologies used for privacy preservation:

o Privacy by design techniques (12, I15, 117)

o Technical and organizational measures (I3)

e Privacy-Preserving Technologies (I6)

o Privacy management software (I13)

One further question posed to every candidate is whether
they have encountered these technologies in practice. Some
responses, such as I1, pointed out that the answer depends
on one’s definition of a PET. When provided with examples
of technologies typically labeled as PETs, some participants
demonstrated familiarity with them, thereby highlighting the
issue of definitional ambiguity.

The results of our qualitative study unveil a notable lack of
clarity in the terminology surrounding PETs. This confusion
became apparent as interviewees struggled to define PETs,
with some offering quite differing explanations. Furthermore,
while the majority of interviewed privacy professionals appear
to be aware of at least some of the most commonly recognized
PETs, they often possess only a limited and indistinct com-
prehension of these technologies.

B. Practical Views on Academic Definitions

In this section, we discuss some of the opinions of prac-
titioners on the academic definitions of PETSs, introduced
in Section IV-A. The feedback was obtained during the
interviews after participants were tasked to rank the seven
definitions presented in Table II based on their clarity and
comprehensiveness. The Rank column of Table II presents



the average score received by each definition, serving as an
indicator of its accuracy as seen by the interviewed privacy
experts. The rank can vary from 1.0 if unanimously ranked as
the best by the interviewees, to 7.0 if it is ranked the lowest
by all.

The best-ranked definition was DEF-5, with an average
score of 3.3. DEF-5 stresses the broad aspect of the term
PETs, which was highlighted by numerous interviewees. DEF-
3 received the lowest level of approval with an average rank
of 4.9. Interviewees highlighted numerous concerns, starting
from the choice of words “legitimate users”. This sentiment
was also shared by 119, amongst others, who claimed that
the distinction between legitimate and illegitimate users is not
relevant, and the “excuse of criminality” is not a reason to
preclude certain users from privacy protection.

Interestingly, DEF-4, which focuses on compliance with
data protection legislation, elicited very mixed opinions, which
varied regarding whether legislation should be prioritized over
privacy or vice versa. For instance, 17 supports the first point
of view saying that “[...] achieving compliance with data
legislation is the essence”, while 16, 18, 19, and 110 see PETs
as a concept that should be kept separate from data protection
legislation, as “privacy is something that is more fundamental
than legislation” (19).

Other feedback includes the comment of 17 on DEF-6, who
considered changing individuals to data subjects to include
companies. In the same vein, other interviewees expressed
the idea that the distinction between individual and corporate
users lacks sense as “we are all people with rights that are
protected” (I119), and therefore, all data subjects should be
considered collectively.

Additional insights regarding the practical perspective on
academic definitions stemmed from the question to the inter-
viewees whether in their opinion, the presented definitions of
PETs were missing any crucial aspects. Some of the proposed
missing aspects include the idea of PETs enabling users to
control their data usage (I1, I11), other theories of privacy
such as contextual integrity [46] (I4), and personalization of
protection to user preferences (I8).

C. The Gap between Academia and Industry

Most of the interviewed professionals agreed that there is a
disparity between how academia and industry perceive PETs,
or rather, “the street and the books” (112). For instance,
I1 pointed out that while researchers tend to explore new
technologies and opportunities, the industry is primarily driven
by business requirements. As a consequence, technologies like
PETs are considered only when there exists clear potential
business value:

But the truth is that there’s such little focus spent
on applying those technologies, because there’s no
profit.” (112)

The biggest concern from the companies right now is
the moment I established PETs, I'm going to lose the
value from the data.” (I118)

As illustrated by 12, who defined PETs as “academic ap-
proaches to privacy”, some industry professionals view PETs
as mere prototypes or concepts under development. However,
many of them are, in fact, rather mature, and multiple out-of-
the-box solutions exist [47], [48], [49], [50]. As pointed out
by I19 with respect to the wording “promising technologies”
of DEF-7, “some people would argue that they [PETs such
as Differential Privacy or Homomorphic Encryption] have
already achieved their promise, lived up to the expectation.”
14 offered his view on this misconception:

For the traditional businesses probably it’s not well
understood or used. I don’t think they understand or
fully comprehend the capacities of Privacy-Enhancing
Technologies. (14)

This perspective was further discussed with I5, who recog-
nized regulatory gaps as a potential barrier to the comprehen-
sion and adoption of PETs in the industry:

The gap is between the regulatory and academic

fields. I think the academic field provides theoretical

knowledge [...] but then when you have to put that

in practice you need to bind it with some regulation.

as)

110 argued that academic work on PETs is overly centered

on research-oriented tasks, making it difficult to apply them
to real-world scenarios in the industrial context:

[1]n the academic world [...] the definition and the use
cases that are contemplated tend to focus on research-
oriented tasks. And what we find in the industry is
there are a lot of different ways in which people might
want to partner on data, and it’s not static. (110)

On the other hand, other interviewees pointed to a gap
originating from the practical side, claiming that “you might
find that some professionals are actually using PETs without
even knowing that they’re using them” (114), highlighting a
lack of awareness.

D. Which PETs are PETs?

We now draw attention to the findings of our survey,
specifically the responses to the question of Which of the
following technologies do you consider a PET? Here, the
list of all technologies extracted from the SLR (discussed in
Section IV-B) were presented to the survey participants, with
Yes, No, or Not Sure as answer options.

To allow for analysis, we employ the following scoring
scheme: Yes=1, Not Sure=0, and No=-1. With these, an ag-
gregated score can be achieved for each technology, which
represents the “overall sentiment” towards a technology, With
40 survey participants, a score of 40 would mean complete
agreement that something is a PET, while -40 would imply
complete disagreement. To account for Not Sure responses
not contributing to the score, an error bar is introduced in
our reporting to represent this uncertainty.

The results of this analysis are presented in Figure 2.
Positive scores are colored in black and are to the right of
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Fig. 2. Aggregated Scores (n=40) for the Question: Which of the following technologies do you consider a PET? The scoring scheme counts a Yes response as
+1 and a No response as -1. Error bars indicate the number of Not Sure responses, thereby denoting the overall uncertainty expressed for a given technology.

the center axis, while negative scores are colored in grey and
are to the left.

We note that the analysis of these survey results do not make
the distinction between correctness and awareness. In other
words, a not sure response may be given if the respondent
is not aware of the given PET, or also if the respondent is
simply not sure if the technology can be considered a PET or
not. We consider this distinction outside of the scope of this
work, but it nevertheless contributes to the limitations of the
survey findings.

VI. DEFINING PETS

We now propose a new definition of PETs. To accomplish
this, we first decompose the seven definitions from Table II to
create the building blocks of PETs. Next, we look to the results
of the two interactive tasks from our interviews to identify
the most important aspects as seen by practitioners. Finally,
we reconstruct a modified PET definition from our building
blocks, guided by the practical insights.

A. The Building Blocks of PETs

As our first step in formulating a new definition for PETs,
we deconstruct academic definitions into primitives, or rather
constituent building blocks representing key aspects of the
existing definitions.

We first define a base block, in line with the original defini-
tion of PETSs, namely to protect sensitive personal information
(BB-0). Further building blocks (BB1-6) are extracted by
identifying the unique component introduced by a new def-
inition, beyond the foundational understanding. For example,
a foundational change can be observed from DEF-1 (identity
protector) to DEF-2 (identity protector + data minimizer).
Thus, BB-1 can be defined as minimize, alter, or omit personal
data. Such analysis was performed to create the remaining
building blocks, all of which can be found in Table IV.

As with the analysis of interview data, we perform the build-
ing block extraction process in a team of three researchers,
where the blocks are proposed by the main researcher and



verified by two more senior researchers. The verification
process primarily consisted of confirming that each new block:
(1) correctly characterizes its originating definition, and (2)
represents a distinct block not characterized by a previously
identified block.

TABLE IV
BUILDING BLOCKS OF PETS.

ID Building Block

BB-0 Protect sensitive personal information

BB-1 Minimize, alter, or omit personal data

BB-2 Protect only legitimate users without helping to
perpetrate illegal actions

BB-3 Help to achieve compliance with data protection
legislation

BB-4 Protect individual and corporate users

BB-5 Allow deriving value from data

BB-6 Allow improving the quality of service

1) Evaluation of the Building Blocks: In the second task
presented to our interviewees, the goal was to prompt the
participants to choose which of the aspects of PETs (building
blocks) they view to be integral. In particular, the prompt
read: In your opinion, Privacy-Enhancing Technologies are
technologies which..., followed by a list of non-base building
blocks (BB1-6). The interviewee could then pick multiple
options, including none.

The results of this task are displayed in Figure 3, showing
that BB3 (achieving compliance) received the highest number
of votes. BB1, BB4, and BBS5 were also strongly represented.

BB-1

BB-6 BB-2

“
.,
''''''''
""""""
"""""
.....

BB-4

Fig. 3. Evaluation of the building blocks, showing a heavy preference for
BB-3, followed by BB-5, then BB-1 and BB-4.

B. A New Definition

Looking at the aggregated results of the ranking task from
the interviews (Rank in Table II), one can see that DEF-2
and DEF-5 were the highest ranked. These two definitions,
therefore, served as the basis for our new definition. Looking
to the interview task, all building blocks except for BB-2 and
BB-6 received greater than 50% agreement, speaking to their
candidacy for inclusion. Despite the poor performance of BB-
2, the essence of DEF-2 was included in our definition, due
to its strong rank in the first interview task.

Finally, it was originally decided to exclude BB-3 from the
definition, as the role of PETs in achieving compliance was
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highly debated in the interviews. The most common argument
against BB-3 was that privacy, and by association PETs,
should not be coupled with legislation and compliance, as the
pursuit of privacy should be undertaken regardless. Following
the creation and evaluation of PET building blocks, we propose
the following definition of PETs:

Definition 1 (Privacy-Enhancing Technologies). PETs are a
system of ICT measures to protect the rights and freedom of
data subjects in their online activities and communications by
eliminating, altering, or minimizing the collection of personal
data. These technologies, when properly implemented, can
minimize the disclosure of PII and prevent correlation while
allowing third parties to derive value from data.

1) Definition 1 Evaluation: With the newly minted Def-
inition 1 in hand, we asked participants of our survey to
evaluate the proposed definition for understandability and
completeness. For the purposes of the survey, these two terms
were defined as:

o Understandability: how clear and easily comprehensible

is the proposed definition?

o Completeness: to what extent does the definition cover

the important aspects of PETs?

Each of these points was to be rated on an ordinal scale of 1-
10, with 10 being the best. The understandability of Definition
1 received an average of 7.35 and median score of 8. The
completeness of the definition was rated with an average of
7.03 and a median score of 8. This shows that in general,
the respondents agreed that the proposed definition is quite
understandable and complete.

Encouraged by the results of evaluating Definition 1 but
recognizing the room for improvement, we crafted a second
updated definition, this time revising key points introduced in
the open-ended feedback of S1. The primary improvements
include the removal of the term ICT measures due to its
rare usage, generalization from PII to personal data, and for
completion purposes, the addition of the compliance aspect.
The updated definition, found in Definition 2, serves as the
basis for survey S2, wherein this revised definition is evaluated
for further feedback.

Definition 2 (Privacy-Enhancing Technologies, Revised).
Privacy-Enhancing Technologies (PETs) are a collection of
technical measures to protect the rights and freedom of data
subjects by eliminating, altering, or minimizing the processing
of their personal data. These technologies, when properly
implemented, can prevent direct or indirect linkage between
data subjects and their data, while allowing processing entities
to derive value from data in a way that is compliant with
applicable data protection regulations.

2) Definition 2 Evaluation: As with S1, we evaluated
Definition 2 in S2, this time taking the form of a comparative
evaluation with the top two definitions from the literature as
ranked by our interviewees (DEF-5 and DEF-2). As introduced
in Section III, we introduce a third metric in S2, namely scope,
defined as follows:



o Scope: whether the scope of the definition is too narrow,

too broad, or just right (=5).

The results of the survey are presented in the following,
where the triples represent (Understandability, Completeness,
Scope), with the subscript denoting the median score.

o DEF-2: (6.117, 6.04¢, 5.937)

o DEF-5: (7.85g, 6.567, 6.15¢)

o Def. 2: (7.74g, 7.67s, 5.815)

One can see that DEF-5 achieved the best score in understand-
ability, and Definition 2 achieved the best in completeness and
scope. Looking to the median scores, our Definition 2 achieve
equal or higher scores in all metrics. To view all three metrics
holistically, we define the following composite score:

(understandability + completeness) — |5 — scope|
20

This composite is derived to represent the percentage of the
maximum score (20) achieved. With this, DEF-2 achieves a
composite of 0.56, DEF-5 a score of 0.66, and Definition 2 a
score of 0.73.

composite =

VII. DISCUSSION

The presented results of our study evoke numerous insights,
which we attempt to narrate in the following.

We observe from the literature that numerous technologies
are classified as PETSs, and that definitions of the term PETSs
vary in scope. In evaluating academic definitions with practi-
tioners, we observe that although some definitions are ranked
higher on average, there is no clear winner. In fact, with the
highest possible score of 1.0 and the lowest possible score of
7.0, all ranks are relatively close to the center, i.e., 4.0. One
can imply from this that there is very little uniform agreement
on a single PET definition. As such, PETs can be seen as
serving a multitude of aims. These results are supported by
the evaluation of the building blocks, as well as the evaluation
of PETs (Figure 2) from the 40 surveyed practitioners. Finally,
the lack of inter-respondent agreement in S1 and S2, despite
the careful analysis and incorporation of practitioner feedback,
suggests that finding common ground is not only difficult, but
potentially not feasible. This result sheds light on the potential
confusion and lack of knowledge of many PETs stemming
from academia, which seemingly arise from the challenges
discussed above.

With the term Privacy-Enhancing Technologies itself, a
strong majority of the interviewees stated that it is both
academic and not widely used in the industry at all. In fact,
the term is seemingly reserved for “academic” outlets, such
as conferences or certification exams. Beyond this issue, in
practice, the concept to which PETs refers also goes by other
terminologies, e.g., privacy by design. In general, regardless of
the exact terminology used, interviewees explained the term
in quite different ways, ranging from a technical focus to a
more legal definition to a user-centric, rights-based definition.
In naming specific examples of PETs, responses from the
interviewees ranged from Differential Privacy and Homomor-
phic Encryption to cookie banners and privacy management
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providers such as OneTrust and TrustArc. All of these findings
suggest a clear lack of common understanding when it comes
to PETs.

In investigating the source of this lack of common under-
standing, we observed a common theme from the interviewees
in asking them about any perceived gap between academia and
industry. Many of the interviewed practitioners pointed to a
concrete gap, citing the issues of unclear business value, lack
of expertise and awareness, and lack of practical applicability
of PETs, among others. Another insight extracted from multi-
ple interviews illustrates the need from practitioners for PETs
to be tangible. As a complement to a strong definition, several
interviewees expressed the usefulness that concrete examples
would carry, particularly in showcasing how a PET can be
used in practice. Another suggestion was the introduction
of more “business-friendly” (120) names for PETs. From
such statements, it is clear that a lack of harmony between
research and practice may serve as a severe hindrance in both
understanding and implementing PETs beyond the laboratory.

Beyond these challenges, the factor of “privacy culture”
was often mentioned as an aspect missing in academia, as the
general understanding of PETs can depend on someone’s role
and background; moreover, the general privacy readiness of
a society or country in general, particularly the value placed
upon privacy as a right, can affect the perception of PETs.
This additional challenge introduced by the aspect of culture
is made concrete by one interviewee:

Before you even tell people to use PETs, you have
to first understand what privacy is. And we are still
struggling as a country. I believe also other African
countries are struggling with this, unlike other coun-
tries in Europe and the USA. (114)

The number of findings revolving around the academic
nature of PETs, the multitude of technologies considered to
be PETs, the gap between academic and industry, and the
overall perceived lack of common understanding of PETs
brings up one simple question: so what? In the course of
many interviews, this became the ultimate question, usually
in the form of Do you believe we even need a common
understanding ? We received nearly unanimous answers saying
that a common definition is indeed needed, so as to increase
awareness for the term and the field at large. Exploring deeper
beyond a simple yes response, we received unique and varied
opinions as to why such a definition would be needed, from
which we present a few impactful statements that round out
our findings:

It’s very important in my opinion. It’s important for us
when we’re talking about something, having at least
an idea of what we’re all talking about. (119)

[ see there are a lot of definitions, so if we can come
up with one, it also helps us as regulators (...) it will
help us to give clear regulatory guidance. (114)

[The term PETs] is interchangeably used as of now
(...) There should be a unified definition, rather than



having multiple — it’s really going to help to clear the
understanding. (113)

We want these technologies to be implemented on a
broader sense (...) most people should have the ability
to understand this [what PETs are]. (118)

I think that whenever we as people have a collec-
tive understanding of one definition, that gives us a
collective awareness of what that entails and what
it does not entail. When there are slight changes in
the definition, it creates opportunity for arbitrage and
for taking advantage of those differences. That’s why I
think it’s important to have a fundamental [definition]
(...) just choose one and we’ll all follow it. (112)

The statements above collectively support the idea that a
unified definition of PETs would be useful for practitioners.
Furthermore, the usefulness of a unified term itself is aptly
compared by 120 to that of Al: while not all Al is Al, having
the “buzzword” creates a sense of demand for the term, but
at the same time, it also creates

... some form of theory or a “body of knowledge” that
can be referenced to say, okay, I have problem X, can
I look at this reference material of all PETs out there
to say which solution matches my problem. (120)

Our findings suggest that while a common definition would
not solve the challenges of understandability and usability
of PETs, it would certainly help. In fact, the general lack
of agreement between study participants on what PETs are
supports the need for more awareness, providing a clear call
for researchers in academia to lead the way in defining PETs
and creating a “body of knowledge” that is understandable to
a wider audience outside of academia.

At the same time, the insights gained from the practical
perspectives also demonstrate possible weak points in current
academic definitions. In particular, we observe that multiple
interviewees focus on the human aspect of PETs, namely who
is being protected and how these people can safeguard their
rights via the usage of PETs. Furthermore, the business side
of PETs is often emphasized, while such an aspect is largely
ignored in the academic literature.

In the evaluation of our newly proposed Definition 2, we
see an improvement as perceived by the S2 respondents,
particularly in the completeness and scope. The composite
score results show a clear progression in the right direction
(especially over Definition 1), yet there is clearly room for
improvement. From this and the practical perspectives gained,
one might argue that the academic side of PETs also has some
work to do, focusing on making PETs both practically usable
but also practically understandable.

VIII. CONCLUSION AND FUTURE WORK

In this work, we systematically analyze the breadth of
Privacy-Enhancing Technology definitions, spanning the past
30 years. Representing the academic understanding of PETs,
these definitions serve as the basis for the creation of PET
building blocks and the quantification of the predominance of
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individual technologies. Leveraging these findings in combi-
nation with practical insights gained from industry experts,
we uncover a clear gap in understanding from practitioners in
the privacy field, as well as between academia and industry.
In addressing this gap, we leverage our empirical results to
propose and evaluate a new definition of PETs.

The implications of our works pertain to several stakeholder
groups. Firstly, as stated previously, academic researchers are
called to conduct further studies on the nature of PETs,
particularly from a practice-oriented perspective. Likewise,
our findings suggest that privacy practitioners would benefit
from more interactions with the academic space, mainly in
generating discussions to investigate not only the mutual un-
derstanding of PETs, but also ways forward to work together.
This will help to bring a field of largely theoretical research
to the forefront of practice. Finally, although we do not
emphasize the legal perspective in this work, this aspect must
not be ignored, as data privacy is inherently interdisciplinary
[51]. Legal professionals may benefit from the findings of our
work as day-to-day guidance in a world where digital privacy
becomes increasingly important. This also carries implications
for regulators and lawmakers, who must be informed about the
state of Privacy-Enhancing Technologies when drafting crucial
forward-looking regulatory or legal mandates.

The findings of our study make clear the significant influ-
ence of diverse factors such as culture, background, and other
subjective criteria on the understanding of PETs. Such vari-
ability was mitigated by the diversity of our study participants,
yet further research would be well served to increase the gen-
eralizability of our findings. A limitation in the methodology
comes with the selection of survey participants; particularly in
S1, no screener question (e.g., Are you familiar with PETs?)
was asked, something which was only incorporated later in
S2. A final limitation is the stopping criterion of our interview
study; although we believe to have observed a saturation of
themes, a potential limitation of our work comes with our
decision to cease interviews after 120.

From our findings and the abovementioned limitations, we
propose paths for future work. Firstly, we hope that future
investigations will continue to study the intersection of PETSs
and practitioner perspectives, with the goal of making PETs
more usable in practice. In addition, future work should focus
on clearly defining the bounds of Privacy-Enhancing Tech-
nologies, which will serve to provide a scope for researchers
seeking to make contributions to the field.

We realize that our work but scratches the surface in the pur-
suit of insights into the academic and practical understanding
of the nature and definition of PETs. Many of these points, as
discussed in Section VII, present clear paths for future research
on the topic. As the need for the study of Privacy-Enhancing
Technologies continues to rise, the questions raised and the
insights gained in this work are seen to be highly important
to address going forward. With this, we call on researchers to
continue the work set out here; with a common understanding
and higher awareness, we may march on to the same beat in
the pursuit of data privacy.
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APPENDIX
INTERVIEW PARTICIPANTS

TABLE V
INTERVIEW STUDY PARTICIPANTS.

ID | Role Industry Domain Org. Size Country Exp.
I1 | Senior Privacy and Security Architect IT Services and Consulting | Medium Finland 10-20
12 | Senior Privacy Engineer Software Development Medium Germany 5-10
I3 | Privacy Engineer - Consultant IT Consulting - Germany 5-10
I4 | Senior Requirements Engineer IT Services Small United Kingdom | 5-10
IS5 | Staff Site Reliability Engineer Software Development Large Netherlands 5-10
16 | Senior Privacy Researcher and Developer IT Services Medium Spain 3-5
17 | Principal Privacy Engineer Online Retailing Medium Germany 20+
I8 | Senior Privacy Engineer Telecommunications Large Germany 3-5
19 | Privacy Director IT Services and Consulting | Large Germany 10-20
110 | Product Manager - PETs Software Development Small United Kingdom | 1-3
I11 | Privacy Engineer IT Services Self-employed | United States 3-5
112 | Chief Privacy Officer IT Services Large United States 10-20
113 | Privacy Integration Specialist Finance Large India 5-10
114 | Cybersecurity Officer Regulatory Body Small Uganda 3-5
115 | Information Security and Privacy Manager Finance Large Brazil 5-10
116 | Privacy Engineer Energy Large United States 5-10
117 | Group Chief Privacy Officer Finance Large South Africa 10-20
I18 | Senior Data Privacy Program Manager FinTech Large United States 10-20
119 | Senior Director of Global Information Security | Entertainment Large United States 20+
120 | Group Director - Customer Data Platform Retail Large United States 10-20
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INTERVIEW GUIDE

Disclaimer
Before we start the interview, I would like to mention that this interview will be recorded for subsequent transcription. The
transcription itself and any findings within will be utilized for research purposes and for publication in a scientific work. Any
personally identifiable information will be anonymized, and the final results will be shared in the end. Could you please confirm
your consent to these terms?

Background

1.
2.
3.
4.

What is your position and role?

How many years of experience in this field and in this company do you have?
In which domain are you currently working?

What is the size of your company?

Privacy-Enhancing Technologies

5.
6.
7.

Have you heard of the term Privacy-Enhancing Technologies (PETs)?

What is your practical understanding of Privacy-Enhancing Technologies?

In practice, is the term Privacy-Enhancing Technologies / PETs used? Is there some alternative term which is more
prevalently used?

Have you encountered these technologies in practice?

a) If so, can you describe your experience?

[NOTE: Questions 9-11 were presented to the interviewees in a survey format.]

9.

10.

11.
12.

13.

[Rank] Give your personal ranking from the most to the least accurate definition:

« Technologies to protect sensitive personal information, either by separating the user’s identity from the use of the
information system through an identity protector or without recording any identifying information at all.

o System of ICT measures protecting informational privacy by eliminating or minimizing personal data thereby
preventing unnecessary or unwanted processing of personal data, without the loss of the functionality of the
information system.

« Technologies to protect legitimate users’ privacy against abusive companies or agencies, without helping criminals
to perpetrate illegal actions with impunity.

« Technologies that help achieve compliance with data protection legislation and meet business privacy requirements.

« Broad range of technologies and applications that are designed to enhance privacy and data security of both individual
and corporate users in their online activities and communications.

« Group of systems, processes, and techniques that enable processing to derive value from data, while minimizing the
privacy and security risk to individuals.

« Promising technologies that fulfill users’ requirements regarding privacy especially with the emergence of privacy
legislation while enabling service providers and third parties to provide optimal user experience and quality of
service.

[Multiple Choice] In your opinion, Privacy-Enhancing Technologies are technologies which...

o Allow deriving value from data.
« Allow improving the quality of service.
« Help to achieve compliance with data protection legislation.
« Minimize, alter or omit personal data.
o Protect individual and corporate users.
« Protect only legitimate users without helping to perpetrate illegal actions.
[Text] Which further aspects would you consider necessary for a comprehensive definition?
Given what you saw in the survey, do you see any gaps in the academic view on PETs and the practical one, from your
experience? Is there something missing?
Do you think that the academic understanding of PETs should be augmented with more practical insights or vice versa?

Other

14.
15.

Is there any aspect on this topic we may have missed?
Can you refer anyone who would also be able to contribute to this discussion?
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SURVEY S1

[Dropdown] Where do you currently reside?

[Short-answer Text] What is your position and role?

[Multiple Choice] In which sector do you work?

[Multiple Choice] How many years of experience in this field do you have?
[Multiple Choice Grid] Which of the following technologies do you consider a PET?

AR S e

Anonymous Credentials
Anonymous Proxies

Anti Tracking
Attribute-Based Encryption
Attribute-Based Signatures
Biometric Authentication
Cookie Management Tools
Covert Communication
Data Access Control

Data Aggregation

Data Perturbation

Data Randomization

Data Suppression

Data Swapping
DC-Networks
Decentralized Storage
Deniable Authentication

Deniable Encryption
Differential Privacy
Digital Signatures

Disk Encryption

Email Encryption
End-to-End Encryption
Federated Learning

Group Signature
Homomorphic Encryption
K-Anonymity

L-Diversity
Mix-Networks

Oblivious Transfer
Oft-the-Record Messaging
Onion Routing

Policy Enforcement
Privacy Policy Management

Privacy-Preserving Data Mining
Private Information Retrieval
Proxy Re-Encryption
Searchable Encryption

Secure Multi-party Computation
Self-Destructive Data Systems
Single Proxy

SSL/TLS Enforcer
Steganography
Symmetric/Asymmetric Encryption
Synthetic Data

T-Closeness

Trusted Execution Environment
Verifiable Encryption

Virtual Private Networks

Zero Knowledge Proofs

“PETs are a system of ICT measures to protect the rights and freedom of data subjects in their online activities
and communications, by eliminating, altering or minimizing the collection of personal data. These technologies,
when properly implemented, can minimize the disclosure of PII and prevent correlation while allowing third
parties to derive value from data.”
6. [Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of understandability?
Understandability: how clear and easily comprehensible is the proposed definition.
7. [Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of completeness?
Completeness: to what extent does the definition cover the important aspects of PETs.
Note: This question is optional.
8. Is there anything we may have missed or that you would like to share?
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AR S e

10.

11.

12.

13.

14.

15.

SURVEY S2

[Dropdown] Where do you currently reside?

[Short-answer Text] What is your position and role?

[Multiple Choice] In which sector do you work?

[Multiple Choice] How many years of experience in this field do you have?
[Multiple Choice] Are you familiar with the term Privacy-Enhancing Technologies?

Privacy-Enhancing Technologies (PETs) are “a system of ICT measures protecting informational privacy by
eliminating or minimizing personal data thereby preventing unnecessary or unwanted processing of personal
data, without the loss of the functionality of the information system.”

[Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of understandability?

Understandability: how clear and easily comprehensible is the proposed definition.

[Linear Scale 1 - 10] How would you rank the above definition for PETSs in terms of completeness?

Completeness: to what extent does the definition cover the important aspects of PETs.

[Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of scope?

Scope: whether the scope of the definition is too narrow, too broad, or just right (=5).
Privacy-Enhancing Technologies (PETs) covers “a broad range of technologies and applications that are
designed to enhance privacy and data security of both individual and corporate users in their online activities
and communications.”

[Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of understandability?
Understandability: how clear and easily comprehensible is the proposed definition.

[Linear Scale 1 - 10] How would you rank the above definition for PETSs in terms of completeness?
Completeness: to what extent does the definition cover the important aspects of PETs.

[Linear Scale 1 - 10] How would you rank the above definition for PETSs in terms of scope?

Scope: whether the scope of the definition is too narrow, too broad, or just right (=5).

Privacy-Enhancing Technologies (PETs) are “a collection of technical measures to protect the rights and freedom
of data subjects by eliminating, altering, or minimizing the processing of their personal data. These technologies,
when properly implemented, can prevent direct or indirect linkage between data subjects and their data, while
allowing processing entities to derive value from data in a way that is compliant with applicable data protection
regulations.”

[Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of understandability?

Understandability: how clear and easily comprehensible is the proposed definition.

[Linear Scale 1 - 10] How would you rank the above definition for PETSs in terms of completeness?

Completeness: to what extent does the definition cover the important aspects of PETs.

[Linear Scale 1 - 10] How would you rank the above definition for PETs in terms of scope?

Scope: whether the scope of the definition is too narrow, too broad, or just right (=5).

[Paragraph] Is there anything we may have missed or that you would like to share?
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S1 SURVEY PARTICIPANTS

TABLE VI
S1 SURVEY STUDY PARTICIPANTS.

ID Role Industry Domain Country Exp.
S1 Senior Privacy and Regulatory Counsel Legal Services United States 20+
S2 Senior Legal Counsel Legal Services Mexico 5-10
S3 Barrister Legal Services Ireland 10-20
S4 Privacy Engineer Retail Germany 5-10
S5 Policy Officer Information Technology Belgium 3-5
S6 Advocate Information Technology United States 10-20
S7 Data Protection Specialist Finance Bulgaria 5-10
S8 Software Engineer Information Technology United Kingdom | 10-20
S9 Senior Security Consultant Information Technology India 20+
S10 | Engineer Automotive Germany 5-10
S11 | Software Developer Information Technology Argentina 5-10
S12 | Account Executive Information Technology United Kingdom | 1-3
S13 | Software Release Manager Education Technology Portugal 10-20
S14 | PhD Candidate - Germany 3-5
S15 | Global Privacy Consultant Management Consulting United Kingdom | 5-10
S16 | Data Protection Officer Finance Poland 3-5
S17 | Legal Consultant Data Privacy Information Technology Romania 10-20
S18 | Privacy Officer Healthcare United States 20+
S19 | Data Protection Auditor & Consultant Consulting Germany 5-10
S20 | Information Security Specialist Finance Croatia 1-3
S21 | Director Consulting United Kingdom | 10-20
S22 | Privacy Engineer Information Technology Germany 10-20
S23 | Data Security and Privacy Consultant Automotive Romania 1-3
S24 | Privacy Engineer Information Technology United States 3-5
S25 | Sr. Director, Security Consulting & Data Privacy Officer Information Technology United States 10-20
S26 | Privacy Integration Specialist Finance India 5-10
S27 | Cybersecurity Officer Information Technology Uganda 3-5
S28 | Partner Manager Information Technology Germany 3-5
S29 | Counsel Legal Services United States 20+
S30 | Privacy Lead Travel and Tourism, Aviation | United States 3-5
S31 | Group Director, Product Management - Customer Data Platform | Retail United States 20+
S32 | Program Manager, Privacy Compliance Information Technology United States 5-10
S33 | Admin Director Privacy Healthcare United States 20+
S34 | Privacy Analyst Education United States 5-10
S35 | Group Chief Privacy Officer Finance South Africa 20+
S36 | Cybersecurity and Privacy Manager Finance Brazil 20+
S37 | Manager: Information Governance Education South Africa 1-3
S38 | Senior Privacy Program Manager Finance United States 10-20
S39 | Senior Consultant - Cyber Security Consulting Ireland 3-5
S40 | Director Entertainment United States 20+
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S2 SURVEY PARTICIPANTS

TABLE VII
S2 SURVEY STUDY PARTICIPANTS. ‘-’ DENOTES THAT NO INFORMATION WAS PROVIDED.

ID | Role Industry Domain Country Exp.
S1 | Data Protection Officer Manufacturing Netherlands 5-10
S2 | Data Protection Officer Government Belgium 5-10
S3 | Product Manager Information Technology United Kingdom 5-10
S4 | Senior Consultant Healthcare Croatia 1-3
S5 | Consultant Information Technology United States 3-5
S6 | Sr. Director, Security Consulting & Data Privacy Officer | Information Technology United States 10-20
S7 | Cybersecurity Officer Information Technology Uganda 3-5
S8 | Privacy Engineer Energy United States 5-10
S9 | Information Security Information Technology United Kingdom 10-20
S10| Privacy Engineer Automotive Switzerland 5-10
S11| Director of Privacy, Compliance & Group DPO BioTech United Kingdom 5-10
S12| Data Privacy Officer Energy Germany 20+
S13| Group Chief Privacy Officer Finance South Africa 10-20
S14| Director Entertainment United States 20+
S15| Privacy Engineer Healthcare Germany 1-3
S16| Data Protection and Privacy Officer Finance United Kingdom 5-10
S17| Senior Machine Learning Engineer Information Technology United States 20+
S18| Privacy Manager Retail United Arab Emirates | 5-10
S19| Group Director - Customer Data Platform Retail United States 10-20
S20| Chief Privacy Officer Government United States 20+
S21| Privacy Engineer Information Technology United States 5-10
S22 | Privacy Engineer / Senior Consultant Information Technology Nigera 3-5
S23| - - Germany 3-5
S24| Data Protection Officer Business Services Romania 5-10
S25| Senior IT Compliance Analyst Finance United States 5-10
S26| Senior Privacy Engineer Information Technology United States 5-10
S27| Head of Privacy Operations Information Technology United Kingdom 5-10
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THE COMPLETE LIST OF PETS

TABLE VIII

THE COMPLETE LIST OF TECHNOLOGIES CLASSIFIED AS PETS IN THE LITERATURE.

Name

References

Anonymous Credentials

(291, [7], [21], [4], [20], [9], [40], [25], [34]

Anonymous Proxies

(71, [24], [34], [36]

Anti Tracking

(71, [21], [20], [33], [36]

Attribute-Based Encryption

(29], [7]

Attribute-Based Signatures

(71

Biometric Authentication

(151, [39], [13], [8], [25]

Cookie Management Tools

(71, [19], [23], [24], [25]

Covert Communication

[29], 9], [25]

Data Access Control

(15], [13], 141, [9], (5], [34]

Data Aggregation

(291, [18], [7], [4], [32], [25]

Data Perturbation

(29], [7], [12], [4], [33]

Data Randomization

(291, [4], [32], [25]

Data Suppression

[29], [32]

Data Swapping

(29], [4], [32], [25]

DC-Networks

[29], 9], [34]

Decentralized Storage

(31], [8]

Deniable Authentication

(291, 9]

Deniable Encryption

(29], [21], [9]

Differential Privacy

(291, [18], [39], [7], [31], [8], [4], [14]

Digital Signatures

(151, [31], [8], [4], (5], [24], [25], [35], [41]

Disk Encryption

(21], [8], [25]

Email Encryption

[21], [25]

End-to-End Encryption

(71, (8], [20], [25]

Federated Learning

(291, [18], [39], [31], (8], [4], [14]

Group Signature

(291, [7], [21], [34]

Homomorphic Encryption

(291, [18], 1391, [7], [31], [8], [4], [14], [9], [33], [25]

K-Anonymity

(291, [18], [71, [12], [21], [31], [8], [4], [32], [9], [26], [10], [25]

L-Diversity

(291, [7], (12], [21], [4], 9], [10], [25]

Mix-Networks

(291, [15], [12], [21], [19], [9], [10], [25], [34], [35]

Oblivious Transfer

(291, [7], [21], [4], [14], [9], [25]

Off-the-Record Messaging

(291, [9], [43]

Onion Routing

(291, [15], [7], [12], [21], [31], [4], [9], [40], [25], [35], [36], [37], [43]

Policy Enforcement

[12], [4], [9], [25]

Privacy Policy Management

[15], [12], [31], [4], [9], [24], [34], [35]

Privacy-Preserving Data Mining

(4], [9]

Private Information Retrieval

(291, [7], [12], [21], [9], [33], [25], [34]

Proxy Re-Encryption

[29], [21], [25]

Searchable Encryption

(291, [21], [31], [9]

Secure Multi-party Computation

(291, [18], [39], [7], [12], [21], [31], [8], [4], [14], [9]

Self-Destructing Data Systems [7]
Single Proxy [29], [9], [25], [34]
SSL/TLS Enforcer [21], [43]

Steganography

(29], [21], [9], [24], [25]

Symmetric/Asymmetric Encryption

(29], [15], [31], 8], [4], [9], [22], [24], [25], [35]

Synthetic Data

(291, [18], [39], [8], [4], [14], [32]

T-Closeness

(291, [7], [21], [4], [10], [25]

Trusted Execution Environment

(29], [18], [39], [31], [4]

Verifiable Encryption

(291, [9]

Virtual Private Network

(151, [7], (301, [4], [25], [36]

Zero Knowledge Proof

(291, [18], [391, [7], [31], [8], [4], [14], [25], [34]
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EXCLUDED DEFINITIONS

TABLE IX
THE COMPLETE LIST OF EXCLUDED PET DEFINITIONS. IN ADDITION TO YEAR PUBLISHED AND THE SUPPORTING REFERENCE, WE PROVIDE A REASON
FOR EXCLUSION FROM OUR FINAL SET OF DEFINITIONS.

ID | Definition Year | Ref. Exclusion
Reason

D1 | Wide range of technologies that help protect personal privacy. 2002 [52] no new aspects

D2 | Means to protect privacy of the individuals or the information contained within privacy. 2007 [19] no new aspects

D3 | Technologies that are enforcing legal privacy principles in order to protect and enhance privacy of users | 2017 [25] no new aspects
of information technology (IT) and/or data subjects.

D4 | Broad range of technologies that are designed for supporting privacy and data protection. 2020 [53] too broad

D5 | Technologies designed to protect personal and sensitive data in use by minimizing their exposure to | 2021 [41] no new aspects
potential malicious entities.

D6 | Technologies that embody fundamental data protection principles by minimizing personal data use, | 2023 [39] no new aspects
maximizing data security, and/or empowering individuals.
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SURVEY RESULTS

TABLE X
THE SURVEY RESULTS, AS DESCRIBED IN SECTION V-D AND FIGURE 2.

Technology Yes No Not sure
Anonymous Credentials 26 7 7
Anonymous Proxies 23 10 7
Anti Tracking 31 5 4
Attribute-Based Encryption 23 6 11
Attribute-Based Signatures 14 11 15
Biometric Authentication 10 30 0
Cookie Management Tools 20 15 5
Covert Communication 17 11 12
Data Access Control 25 11 4
Data Aggregation 22 16 2
Data Perturbation 20 5 15
Data Randomization 27 6 7
Data Suppression 24 7 9
Data Swapping 20 7 13
DC-Networks 6 8 26
Decentralized Storage 12 19 9
Deniable Authentication 12 9 19
Deniable Encryption 16 6 18
Differential Privacy 32 3 5
Digital Signatures 15 22 3
Disk Encryption 31 8 1
Email Encryption 32 6 2
End-to-End Encryption 36 4 0
Federated Learning 17 11 12
Group Signature 8 20 12
Homomorphic Encryption 29 1 10
K-Anonymity 24 4 12
L-Diversity 19 5 16
Mix-Networks 13 5 22
Oblivious Transfer 11 5 24
Off-the-Record Messaging 14 10 16
Onion Routing 23 6 11
Policy Enforcement 11 23 6
Privacy Policy Management 14 25 1
Privacy-Preserving Data Mining 26 8 6
Private Information Retrieval 10 15 15
Proxy Re-Encryption 16 12 12
Searchable Encryption 17 9 14
Secure Multi-party Computation 22 10 8
Self-Destructive Data Systems 22 7 11
Single Proxy 6 17 17
SSL/TLS Enforcer 19 12 9
Steganography 13 11 16
Symmetric/Asymmetric Encryption 28 9 3
Synthetic Data 27 4 9
T-Closeness 13 7 20
Trusted Execution Environment 18 8 14
Verifiable Encryption 27 2 11
Virtual Private Networks 22 15 3
Zero Knowledge Proofs 23 5 12
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